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#### Abstract

We study the notion of polynomial-time relation reducibility among computable equivalence relations. We identify some benchmark equivalence relations and show that the reducibility hierarchy has a rich structure. Specifically, we embed the partial order of all polynomial-time computable sets into the polynomial-time relation reducibility hierarchy between two benchmark equivalence relations $\mathrm{E}_{\lambda}$ and id. In addition, we consider equivalence relations with finitely many nontrivial equivalence classes and those whose equivalence classes are all finite.


## 1 Introduction

It is well known that the relative complexity of binary relations can be studied by two different notions of reducibility. First, a binary relation $R$ with domain $X$ is a subset of $X \times X$. Thus, reducibility between relations is a special case of reducibility between sets on product spaces. In this sense, if $R$ is a binary relation on $X$ and $S$ is a binary relation on $Y$, then a reduction function $f$ from $R$ to $S$ is a function from $X \times X$ to $Y \times Y$ such that, for all $x_{1}, x_{2} \in X$,

$$
\left\langle x_{1}, x_{2}\right\rangle \in R \Longleftrightarrow f\left(x_{1}, x_{2}\right) \in S .
$$

A stronger notion of reducibility can also be defined. For the above-mentioned $R$ and $S$, a strong reduction function $f$ is a function from $X$ to $Y$ such that, for all $x_{1}, x_{2} \in X$,

$$
\left\langle x_{1}, x_{2}\right\rangle \in R \Longleftrightarrow\left\langle f\left(x_{1}\right), f\left(x_{2}\right)\right\rangle \in S .
$$

To distinguish between the two notions of reducibility, we call the latter notion relation reducibility, since it only applies to relations.

Relation reducibility has been studied intensively in at least two different contexts. The best known example is the Borel reducibility between analytic quasiorders and
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by $x$ the length of $x$. All equivalence relations we consider will have some subsets of $\Sigma$ as their domains.

We use P to denote the class of all subsets of $\Sigma^{*}$ that are polynomial-time computable by a deterministic Turing machine, NP to denote the class of all subsets of $\Sigma^{*}$ that are polynomial-time acceptable by a nondeterministic Turing machine, and PF to denote the class of all polynomial-time computable functions from $\Sigma^{*}$ to $\Sigma^{*}$.

In addition, coNP denotes the class of all subsets of $\Sigma^{*}$ whose complement is in NP, and DP denotes the class of all sets of the form $L_{1} \cap L_{2}$ where $L_{1} \in$ NP and $L_{2} \in$ coNP. Obviously,

$$
\mathrm{P} \subseteq \mathrm{NP} \cap \operatorname{coNP} \subseteq \mathrm{NP} \cup \operatorname{coNP} \subseteq \mathrm{DP}
$$

We use $\mathbb{N}$ to denote the set of all natural numbers $\{0,1,2, \ldots\}$. Via a fixed coding that we will not specify, we view $\mathbb{N}$ as a subset of $\Sigma^{*}$. In particular, we will speak of polynomial-time computable functions from $\mathbb{N}$ to $\mathbb{N}$ and subsets of $\mathbb{N}$ that are in various complexity classes. In some cases, we may only specify the action of a polynomial-time computable function on a limited domain. In this situation, we impose no conditions on the function acting outside of the specified domain.

We define again the main notion of reducibility under investigation.
Definition 2.1 For binary relations $R$ and $S$, we say that $R$ is polynomial-time relation reducible to $S$, denoted $R \leq_{R} S$, if there is a function $f: \operatorname{dom}(R) \rightarrow$ $\operatorname{dom}(S)$ such that $f \in \mathrm{PF}$ and, for all $x, y \in \operatorname{dom}(R),\langle x, y\rangle \in R \Longleftrightarrow\langle f(x)$, $f(y)\rangle \in S$.

If $R \leq_{R} S$ but $S \not \not_{R} R$, then we denote $R<_{R} S$ and say that $R$ is strictly polynomial-time relation reducible to $S$. If $R \leq_{R} S$ and $S \leq_{R} R$, then we write $R \equiv_{R} S$ and say that $R$ and $S$ are polynomial-time relation bireducible to each other.

It is easy to see that $\leq_{R}$ is a quasiorder (i.e., reflexive and transitive) and $\equiv_{R}$ is an equivalence relation.

We will be primarily concerned with the structure of $\leq_{R}$ on the class of all computable equivalence relations. We introduce a few canonical examples of computable equivalence relations, which will serve as benchmarks for the hierarchy under $\leq_{R}$.

## Definition 2.2

(1) We denote by id the identity relation: for $x, y \in \Sigma^{*}$,

$$
\langle x, y\rangle \in \mathrm{id} \Longleftrightarrow x=y
$$

(2) We denote by $\mathrm{E}_{\lambda}$ the equality of length relation: for $x, y \in \Sigma^{*}$,

$$
\langle x, y\rangle \in \mathrm{E}_{\lambda} \Longleftrightarrow x=y
$$

(3) For $x, y \in \Sigma^{*}$, define

$$
\langle x, y\rangle \in \mathrm{E}_{\sigma} \Longleftrightarrow \text { if } 2^{k} \leq x<2^{k+1} \text { and } 2^{m} \leq y<2^{m+1} \text {, then } k=m
$$

We will show below that $\mathrm{E}_{\sigma}<_{R} \mathrm{E}_{\lambda}<_{R}$ id. Before doing this, we prove a general lemma that allows us to obtain nonreducibility results from counting. All of our nonreducibility results that do not require assumptions on relationships between complexity classes will be proved by the counting method used in the proof of the lemma. This concept is a restatement of the notion of potential reducibility from [3]. However, because we repeatedly use the result, but do not require the relation for potential reducibility, we include a proof that does not reference potential reducibility.

Lemma 2.3 Let $E, F$ be equivalence relations on $\Sigma^{*}$, and let $\# E(n), \# F(n)$ denote the number of equivalence classes containing elements of length at most $n$. If, for any polynomial $p$, there is $n$ so that $\# E(n)<\# F(p(n))$, then $E \not \not_{R} F$.

Proof Assume $E \leq_{R} F$ via a strong reduction function $f \in \mathrm{PF}$. Let $p(n)$ be a polynomial bound for the running time of $f$; that is, for any input $x \in \Sigma^{*}$ with $|x|=n$, it takes no more than $p(n)$ steps for the computation of $f(x)$ to halt. Assume without loss of generality that $p(n)$ is monotone increasing. It follows that if $x \leq n$, then $|f(x)| \leq p(n)$. Now fix any length $n$, let $\# E(n)=k$, and let $x_{1}, \ldots, x_{k} \in \Sigma^{*}$ be pairwise non- $E$-equivalent elements of length at most $n$. Then $f\left(x_{1}\right), \ldots, f\left(x_{k}\right)$ are pairwise non- $F$-equivalent since $f$ is a strong reduction function. We conclude that $\# F(p(n)) \geq k$, or $\# E(n) \leq \# F(p(n))$.

Proposition 2.4 We have that $\mathrm{E}_{\sigma}<_{R} \mathrm{E}_{\lambda}<_{R}$ id.
Proof It is easy to see that $\mathrm{E}_{\lambda} \leq_{R}$ id: just define the strong reduction function $f: \Sigma^{*} \rightarrow \Sigma^{*}$ by $f(x)=0^{|x|}$. To see that $\mathrm{E}_{\sigma} \leq_{R} \mathrm{E}_{\lambda}$, use the strong reduction function $f: \Sigma^{*} \rightarrow \Sigma^{*}$ where $f(x)=0^{\log |x|}$. To prove nonreducibility, we apply Lemma 2.3. It is easy to see that the lemma applies since $\# \operatorname{id}(n) \geq 2^{n}$, $\# \mathrm{E}_{\lambda}(n)=n+1$, and $\# \mathrm{E}_{\sigma}(n) \leq \log n$.

In general, one can replace the exponential function used in the definition of $E_{\sigma}$ by other growth functions. For instance, if one uses functions with greater growth rates, then the resulting equivalence relation will be $<_{R} \mathrm{E}_{\sigma}$. In this fashion one can easily produce an infinite descending chain of equivalence relations below $\mathrm{E}_{\sigma}$.

None of the results in this section are new since it has been shown in [3] that the partial order $\leq_{R}$ below $\mathrm{E}_{\lambda}$ contains a copy of the countable atomless Boolean algebra.

## 3 Structural Results between $E_{\lambda}$ and id

In this section, we show that the reducibility $\leq_{R}$ between $\mathrm{E}_{\lambda}$ and id already has a rich structure. Among other things, we will demonstrate an infinite ascending chain and an infinite antichain between $\mathrm{E}_{\lambda}$ and id. We will prove the main embeddability result mentioned in Section 1, which in particular implies that any finite partial order can be embedded into the relation $<_{R}$ among equivalence relations between $\mathrm{E}_{\lambda}$ and id. To achieve these, we construct a class of equivalence relations as follows.

## Definition 3.1

(a) We call a set $A \subseteq \mathbb{N}$ good if $A$ is infinite, $A \in \mathrm{P}$, and, by letting $\left\{a_{n}: n \geq 1\right\}$ enumerate the elements of $A$ in strictly increasing order, the function $a_{n} \mapsto n$ is polynomial-time computable.
(b) For a good set $A \subseteq \mathbb{N}$, let $\left\{a_{n}: n \geq 1\right\}$ enumerate all elements of $A$ in strictly increasing order. Define $L_{A}: \Sigma^{*} \rightarrow \mathbb{N}$ by

$$
L_{A}(x)= \begin{cases}0 & \text { if }|x|<a_{1} \\ n & \text { if } n \geq 1 \text { is such that } a_{n} \leq x<a_{n+1}\end{cases}
$$

Note that $L_{A}$ is polynomial-time computable (see Lemma 3.2 below).
(c) Let $A \subseteq \mathbb{N}$ be good, and let $\left\{a_{n}: n \geq 1\right\}$ enumerate all elements of $A$ in strictly increasing order. Let $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ be a polynomial-time computable
function with $\varphi(n) \leq a_{n}$ for all $n \geq 1$. Define an equivalence relation $\mathrm{E}_{\varphi, A}$ by

$$
\begin{aligned}
\langle x, y\rangle \in \mathrm{E}_{\varphi, A} \Longleftrightarrow & L_{A}(x)=L_{A}(y) \text { and } \\
& \text { if } L_{A}(x)>0, \text { then } x \text { and } y \text { agree in the first } \varphi\left(L_{A}(x)\right) \text { bits. }
\end{aligned}
$$

Lemma 3.2 If $A \subseteq \mathbb{N}$ is good, then $L_{A}$ is polynomial-time computable.
Proof Let $A$ be good, and let $\left\{a_{n}: n \geq 1\right\}$ enumerate all elements of $A$ in strictly increasing order. Then there exist a polynomial-time computable function $\varphi$ recognizing $A$, that is, $\varphi(x)=1$ if $x \in A$ and $\varphi(x)=0$ otherwise, and a polynomial-time computable function $\psi: a_{n} \mapsto n$. Note that the values that $\psi$ takes on elements not in $A$ are not relevant. We compute $L_{A}$ as follows. Given a string $x$, we compute $|x|$. We then run $\varphi(m)$ for $m=|x|,|x|-1, \ldots, 0$ until we find the largest $m$ with $\varphi(m)=1$. This process requires at most $|x|$ applications of $\varphi$ on strings of length at most $|x|$, so it can be done in time that is polynomial in $|x|$. If $\varphi(m)=1$, then $m=a_{n}$ for some $n \geq 1$. Since we run this computation in decreasing order, we see that if $m$ is the largest with $\varphi(m)=1$, then $m=a_{n}$ where $|x|<a_{n+1}$.

So suppose $m$ is the result of this computation. Then, $L_{A}(x)=\psi(m)$ for this $m$. If this computation does not return any $m$ with $\varphi(m)=1$, then $|x|<a_{1}$, and so in this case, $L_{A}(x)=0$.
It follows easily from the definition that $\mathrm{E}_{\varphi, A} \leq_{R}$ id. As the following theorem demonstrates, the relative complexity of $\mathrm{E}_{\varphi, A}$ is closely related to the growth rates of the functions $\varphi$ and $n \mapsto a_{n}$, which enumerates elements of the set $A$.

Theorem 3.3 Let $A \subseteq \mathbb{N}$ be good, and let $\left\{a_{n}: n \geq 1\right\}$ enumerate all elements of $A$ in strictly increasing order. Let $\varphi$ and $\psi$ be polynomial-time computable functions from $\mathbb{N}$ to $\mathbb{N}$ with $\varphi(n), \psi(n) \leq a_{n}$ for all $n \geq 1$. Then the following hold.
(i) If $\varphi(n) \leq \psi(n)$ for all $n$, then $\mathrm{E}_{\varphi, A} \leq{ }_{R} \mathrm{E}_{\psi, A}$.
(ii) If $\varphi$ is increasing, $\varphi(n)=\Omega\left(\log a_{n}\right)$, and for any polynomial $p(n)$

$$
\psi(n) \neq O\left(\varphi\left(p\left(a_{n}\right)\right)\right),
$$

then $\mathrm{E}_{\psi, A} \not \mathbb{Z}_{R} \mathrm{E}_{\varphi, A}$.
(iii) Let $B \subseteq \mathbb{N}$ be good, and let $\left\{b_{n}: n \geq 1\right\}$ enumerate all elements of $B$ in strictly increasing order. If $a_{n} \leq b_{n}$ for all $n \geq 1$, then $\mathrm{E}_{\varphi, B} \leq_{R} \mathrm{E}_{\varphi, A}$.

Proof For (i), suppose $\varphi(n) \leq \psi(n)$ for all $n$. We define a strong reduction function $f: \Sigma^{*} \rightarrow \Sigma^{*}$ from $\mathrm{E}_{\varphi, A}$ to $\mathrm{E}_{\psi, A}$. Let $x \in \Sigma^{*}$. If $|x|<a_{1}$, then $L_{A}(x)=0$, and we define $f(x)$ to be the empty sequence. Otherwise, $L_{A}(x)>0$ and $\varphi\left(L_{A}(x)\right) \leq a_{L_{A}(x)} \leq|x|$. In this case, define $f(x)$ to be the sequence of the same length as $x$ which agrees with $x$ on the first $\varphi\left(L_{A}(x)\right)$ bits and is 0 for all remaining bits. We check that $f$ works. If $x, y \in \Sigma^{*}$ are $\mathrm{E}_{\varphi, A}$-equivalent, then we actually have $f(x)=f(y)$ and therefore $f(x)$ and $f(y)$ are $\mathrm{E}_{\psi, A}$-equivalent. If $x$ and $y$ are not $\mathrm{E}_{\varphi, A}$-equivalent, then either $L_{A}(x) \neq L_{A}(y)$ or else $L_{A}(x)=L_{A}(y)>0$ but $x$ and $y$ disagree in the first $\varphi\left(L_{A}(x)\right)$ bits. If $L_{A}(x) \neq L_{A}(y)$, then $L_{A}(f(x)) \neq L_{A}(f(y))$ and so $f(x)$ and $f(y)$ are not $\mathrm{E}_{\psi, A}$-equivalent. If $L_{A}(x)=L_{A}(y)>0$ and $x$ and $y$ disagree in the first $\varphi\left(L_{A}(x)\right)$ bits, then $f(x)$ and $f(y)$ also disagree in the first $\varphi\left(L_{A}(f(x))\right)=\varphi\left(L_{A}(x)\right)$ bits, which implies that $f(x)$ and $f(y)$ are not $\mathrm{E}_{\psi, A}$-equivalent.

For (ii), we give a direct proof instead of applying Lemma 2.3; this turns out to be notationally simpler but we use the same counting technique. Let $\varphi$ and $\psi$ be such that $\varphi$ is increasing, $\varphi(n)=\Theta\left(\log a_{n}\right)$, and for any polynomial $p(n)$ $\psi(n) \neq O\left(\varphi\left(p\left(a_{n}\right)\right)\right)$. Assume $E_{\psi, A} \leq_{R} \mathrm{E}_{\varphi, A}$, and let $f$ be a strong reduction function from $\mathrm{E}_{\psi, A}$ to $\mathrm{E}_{\varphi, A}$. Let $n \geq 1$ be arbitrarily fixed. Let $N_{\varphi}(n)$ be the number of $\mathrm{E}_{\varphi, A}$-equivalence classes which consist of strings $x$ with $L_{A}(x)=n$. It is easily seen by direct counting that $N_{\varphi}(n)=2^{\varphi(n)}$. Similarly, define $N_{\psi}(n)=2^{\psi(n)}$. Now $f$ is a one-to-one function on the equivalence classes of $\mathrm{E}_{\psi, A}$; thus, the $N_{\psi}(n)$ many distinct $\mathrm{E}_{\psi, A}$-equivalence classes are mapped via $f$ to $N_{\psi}(n)$ many distinct $\mathrm{E}_{\varphi, A}$-equivalence classes. Let $S(n)$ be the set of all $x \in \Sigma^{*}$ with $|x|=a_{n}$. Then for each $x \in S(n), L_{A}(x)=n$, and for any $y \in \Sigma^{*}$ with $L_{A}(y)=n$, there is $x \in S(n)$ which is $\mathrm{E}_{\psi, A}$-equivalent to $y$ (since $\psi(n) \leq a_{n}$ ). In other words, each of the $N_{\psi}(n)$ many distinct $\mathrm{E}_{\psi, A}$-equivalence classes contains an element of $S(n)$.

Let $p(n)$ be a polynomial bound for the running time of $f$; that is, the computation of $f$ on an input string of length $n$ takes no more than $p(n)$ many steps to halt. Then we must have $|f(x)| \leq p(|x|)$ for any $x \in \Sigma^{*}$. Without loss of generality, assume that $p(n) \geq n$ and is monotone increasing. Considering the $\mathrm{E}_{\varphi, A}$-equivalence classes of the elements of $\{f(x): x \in S(n)\}$, we obtain

$$
N_{\psi}(n) \leq \sum_{k \leq p\left(a_{n}\right)} N_{\varphi}(k) \leq p\left(a_{n}\right) N_{\varphi}\left(p\left(a_{n}\right)\right)
$$

The second inequality follows from the hypothesis that $\varphi$ is increasing.
Taking the logarithm on all sides of the inequality, we obtain

$$
\psi(n) \leq \varphi\left(p\left(a_{n}\right)\right)+O\left(\log a_{n}\right)
$$

Since $\varphi(n)=\Omega\left(\log a_{n}\right)$, we have $\psi(n)=O\left(\varphi\left(p\left(a_{n}\right)\right)\right)$, which is a contradiction.
For (iii), suppose $a_{n} \leq b_{n}$ for all $n \geq 1$. Note that, for any $x \in \Sigma^{*}$, $L_{B}(x) \leq L_{A}(x)$, and if $L_{B}(x)>0$, then $a_{L_{B}(x)} \leq a_{L_{A}(x)} \leq|x|$. Define

$$
f(x)= \begin{cases}\text { the empty sequence } & \text { if } L_{B}(x)=0, \\ x \upharpoonright a_{L_{B}(x)} & \text { otherwise } .\end{cases}
$$

Then $f$ is polynomial-time computable. In fact, given $x$, the computations of $L_{A}(x)$ and $L_{B}(x)$ take time that is polynomial in $x$; then we obtain $x \upharpoonright a_{L_{B}(x)}$ by checking on all the candidates, which are successive truncations of $x$. (Note that we do not need to assume that the function $n \mapsto a_{n}$ is polynomial-time computable.)

We verify that $f$ is a strong reduction. First, suppose $x$ and $y$ are $\mathrm{E}_{\varphi, B}$-equivalent. Then we have $L_{B}(x)=L_{B}(y)$. If they are zero, then $f(x)=f(y)$ and is the empty sequence, and in particular, $f(x)$ and $f(y)$ are $\mathrm{E}_{\varphi, A}$-equivalent. Suppose that $L_{B}(x)=L_{B}(y)>0$. Then $x$ and $y$ must agree on the first $\varphi\left(L_{B}(x)\right)$ bits. By definition, $f(x)$ and $f(y)$ are truncations to the length $a_{L_{B}(x)}$ of $x$ and $y$, respectively. We have $L_{A}(f(x))=L_{B}(x)$ and $L_{A}(f(y))=L_{B}(y)$. Therefore, $L_{A}(f(x))=L_{A}(f(y))$, and we have that $f(x)$ and $f(y)$ still agree on the first $\varphi\left(L_{A}(f(x))\right)=\varphi\left(L_{B}(x)\right)$ bits, so $f(x)$ and $f(y)$ are $\mathrm{E}_{\varphi, A}$-equivalent.

For the other direction, suppose that $x$ and $y$ are not $\mathrm{E}_{\varphi, B}$-equivalent. Then either $L_{B}(x) \neq L_{B}(y)$ or else $L_{B}(x)=L_{B}(y)>0$ but $x$ and $y$ do not agree on the first $\varphi\left(L_{B}(x)\right)$ bits. Since $L_{A}(f(x))=L_{B}(x)$ and $L_{A}(f(y))=L_{B}(y)$, we have $L_{A}(f(x)) \neq L_{A}(f(y))$ if $L_{B}(x) \neq L_{B}(y)$. If $L_{B}(x)=L_{B}(y)$ but $x$ and $y$ do not agree on the first $\varphi\left(L_{B}(x)\right)$ bits, then $L_{A}(f(x))=L_{A}(f(y))>0$ but $f(x)$ and
$f(y)$ do not agree on the first $\varphi\left(L_{A}(f(x))\right)$ bits, since $f(x)$ and $f(y)$ are just truncations of $x$ and $y$ to the length $a_{L_{B}(x)}$, and $\varphi\left(L_{A}(f(x))\right)=\varphi\left(L_{B}(x)\right) \leq a_{L_{B}(x)}$. In either case, we see that $f(x)$ and $f(y)$ are not $\mathrm{E}_{\varphi, A}$-equivalent. This shows that $f$ is a strong reduction.

In the remainder of this section we give some applications of Theorem 3.3. In fact, for these applications we will fix the good set $A=\mathbb{N} \backslash\{0\}$. Thus, $a_{n}=n$ in the enumeration of elements of $A$, and we have $L_{A}(x)=|x|$. For notational simplicity, let $\mathrm{E}_{\varphi}$ denote $\mathrm{E}_{\varphi, A}$ for this particular $A$.

In summary, let $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ be an increasing, polynomial-time computable function with $\varphi(n) \leq n$ for all $n \in \mathbb{N}$, and let $\mathrm{E}_{\varphi}$ be the equivalence relation defined by

$$
\langle x, y\rangle \in \mathrm{E}_{\varphi} \Longleftrightarrow|x|=|y| \text { and } x \text { and } y \text { agree in the first } \varphi(|x|) \text { bits. }
$$

Note that $\mathrm{E}_{\lambda} \leq_{R} \mathrm{E}_{\varphi} \leq_{R}$ id. The first reduction is witnessed by the same strong reduction function $f: \Sigma^{*} \rightarrow \Sigma^{*}$, where $f(x)=0^{|x|}$, that we used in the proof of Proposition 2.4.

We are now ready to construct an infinite ascending chain and an infinite antichain between $E_{\lambda}$ and id.

Corollary 3.4 There is an infinite sequence of functions $\varphi_{m} \in \mathrm{PF}$ such that $\mathrm{E}_{\varphi_{m}}<R \mathrm{E}_{\varphi_{m+1}}$ for all m.
Proof For each $m \geq 1$, define $\varphi_{m}(n)=\min \left\{n,(\log n)^{m}\right\}$. Then each $\varphi_{m}$ is polynomial-time computable and $\log n \leq \varphi_{m}(n) \leq n$ for all $n$. Since $\varphi_{m}(n) \leq$ $\varphi_{m+1}(n)$ for all $n$, we have $\mathrm{E}_{\varphi_{m}} \leq R \mathrm{E}_{\varphi_{m+1}}$ by Theorem 3.3(i). On the other hand, for any polynomial $p(n), \varphi_{m}(p(n))=\Theta\left((\log n)^{m}\right)$. Since $(\log n)^{m+1} \neq O\left((\log n)^{m}\right)$, we have that $\varphi_{m+1}(n) \neq O(\varphi(p(n)))$. Thus, $\mathrm{E}_{\varphi_{m+1}} \not \mathbb{Z}_{R} \mathrm{E}_{\varphi_{m}}$ by Theorem 3.3(ii). We thus have $\mathrm{E}_{\varphi_{m}}<_{R} \mathrm{E}_{\varphi_{m+1}}$ for all $m$.
Again, it is easily seen that the construction in the above proof can be modified to obtain longer chains. For instance, if we use functions such as $\log n(\log \log n)^{k}$, $\log n(\log \log n)(\log \log \log n)^{k}$, and so on, one can obtain more infinite ascending sequences in-between the ones obtained in the above proof. As a consequence, one can embed the linear order on the ordinal $\omega^{k}$ for any finite $k$ into the relation $<_{R}$ between $\mathrm{E}_{\lambda}$ and id.
Corollary 3.5 There is an infinite sequence of functions $\varphi_{m} \in \mathrm{PF}$ such that $\mathrm{E}_{\varphi_{m}} \not \mathbb{Z}_{R} \mathrm{E}_{\varphi_{m^{\prime}}}$ for any $m \neq m^{\prime}$.
Proof Let $\langle\cdot, \cdot\rangle: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ be a polynomial-time computable pairing function such that the decoding functions $(\cdot)_{1}$ and $(\cdot)_{2}$ are both polynomial-time computable. For instance, the usual Cantor diagonalization function is itself a polynomial in both variables and therefore is such a function.

Define an increasing sequence of natural numbers $N_{k}$ by induction:

$$
\begin{aligned}
N_{0} & =1, \\
N_{k+1} & =2^{1+\left(\log N_{k}\right)^{2}} .
\end{aligned}
$$

We are now ready to define $\varphi_{m}$ for any $m \in \mathbb{N}$ as

$$
\varphi_{m}(n)= \begin{cases}\min \left\{n,(\log n)^{2}\right\} & \text { if } N_{k} \leq n<N_{k+1} \text { and }(k)_{1}=m, \\ \min \left\{n,\left(\log N_{k}\right)^{2}\right\} & \text { if } N_{k} \leq n<N_{k+1} \text { and }(k)_{1} \neq m .\end{cases}
$$

Each $\varphi_{m}$ is polynomial-time computable. It is easy to see that each $\varphi_{m}$ is increasing. To see that $\varphi_{m}(n)=\Omega(\log n)$, it is enough to check that, as functions in $k, \log N_{k+1}=O\left(\varphi_{m}\left(N_{k}\right)\right)$. For this, just notice that, asymptotically, $\varphi_{m}\left(N_{k}\right)=\left(\log N_{k}\right)^{2}$ whereas $\log N_{k+1}=1+\left(\log N_{k}\right)^{2}$.

We claim that if $m \neq m^{\prime}$, then $\varphi_{m}(n) \neq O\left(\varphi_{m^{\prime}}(n)\right)$. This would complete the proof by Theorem 3.3(ii).

Suppose this is not so, and assume that $\varphi_{m}(n)=O\left(\varphi_{m^{\prime}}(n)\right)$. Then for some constant $C>0$ and $N, \varphi_{m}(n) \leq C \varphi_{m^{\prime}}(n)$ for all $n \geq N$. Suppose $N$ is large enough that $(\log n)^{2} \leq n$ for all $n \geq N$. It follows in particular that, for all $k$ such that $N_{k} \geq N$,

$$
\varphi_{m}\left(N_{k+1}-1\right) \leq C \varphi_{m^{\prime}}\left(N_{k+1}-1\right) .
$$

If in addition $(k)_{1}=m$, then by our definition of $\varphi_{m}$ we have

$$
\varphi_{m}\left(N_{k+1}-1\right)=\left(\log \left(N_{k+1}-1\right)\right)^{2} \leq C\left(\log N_{k}\right)^{2}
$$

Hence, there is a constant $C^{\prime}$ such that $\log \left(N_{k+1}-1\right) \leq C^{\prime} \log N_{k}$ for the infinitely many $k$ with $(k)_{1}=m$. However, when $(k)_{1}=m$, we also have

$$
\log \left(N_{k+1}-1\right)=\Theta\left(\log N_{k+1}\right)=\Theta\left(1+\left(\log N_{k}\right)^{2}\right)=\Theta\left(\left(\log N_{k}\right)\right)^{2}
$$

as functions of $k$. This is a contradiction.
Note that the equivalence relations constructed in the above proofs are all between $\mathrm{E}_{\lambda}$ and the second equivalence relation constructed in the proof of Corollary 3.4. Again the technique can be easily adapted for other pairs of equivalence relations obtained from the proof of Corollary 3.4.

The functions we constructed in the proof of Corollary 3.5 have a stronger property that we now explore.

Corollary 3.6 There is an assignment $X \mapsto \mathrm{E}_{X}$ from the collection of all subsets of natural numbers $X \in \mathrm{P}$ to equivalence relations between $\mathrm{E}_{\lambda}$ and id such that, for any subsets of natural numbers $X, Y \in \mathrm{P}$,

$$
X \subseteq Y \Longleftrightarrow \mathrm{E}_{X} \leq_{R} \mathrm{E}_{Y}
$$

Proof Let $\varphi_{m}$ be the functions constructed in the proof of Corollary 3.5. For each polynomial-time computable $X \subseteq \mathbb{N}$, define

$$
\varphi_{X}(n)=\max \left\{\varphi_{m}(n): m \in X\right\}
$$

and $\mathrm{E}_{X}=\mathrm{E}_{\varphi_{X}}$. Each $\varphi_{X}$ is polynomial-time computable because

$$
\varphi_{X}(n)= \begin{cases}\min \left\{n,(\log n)^{2}\right\} & \text { if } N_{k} \leq n<N_{k+1} \text { and }(k)_{1} \in X, \\ \min \left\{n,\left(\log N_{k}\right)^{2}\right\} & \text { if } N_{k} \leq n<N_{k+1} \text { and }(k)_{1} \notin X .\end{cases}
$$

Now if $X \subseteq Y \subseteq \mathbb{N}$ and $X, Y \in \mathrm{P}$, then $\varphi_{X}(n) \leq \varphi_{Y}(n)$ for all $n$, and therefore, $\mathrm{E}_{X} \leq_{R} \mathrm{E}_{Y}$ by Theorem 3.3(i). On the other hand, if $X \nsubseteq Y$ and we let $m \in X \backslash Y$, then $\mathrm{E}_{\varphi_{m}} \not \mathbb{Z}_{R} \mathrm{E}_{Y}$ by the same proof of nonreducibility as that of Corollary 3.5.

Since any finite partial order can be embedded into the Boolean algebra ( $\mathrm{P}, \subseteq$ ), it follows that any finite partial order is embeddable also into the $\leq_{R}$ relation among equivalence relations between $\mathrm{E}_{\lambda}$ and id.

## 4 More Examples and Nonreducibility Results

An important class of computable equivalence relations is that of isomorphism for finite structures. For each kind of finite structure, such as graphs, groups, and linear orders, there are many reasonable ways to code the structures by sequences in $\Sigma^{*}$. For instance, we may consider only structures whose underlying set is an initial segment of the natural numbers. The isomorphism relation corresponds to an equivalence relation with a computable subset of $\Sigma^{*}$ as its domain. We adopt the following notation.

## Definition 4.1

(1) We denote by Gl the graph isomorphism relation: if $x, y \in \Sigma^{*}$ encode finite graphs, then $\langle x, y\rangle \in \mathrm{Gl}$ if and only if there is an isomorphism between the graphs coded, respectively, by $x$ and $y$.
(2) Similarly, we denote by GROUP the isomorphism for finite groups.
(3) We denote by CLIQ the clique relation: if $x, y \in \Sigma^{*}$ encode finite graphs, then $\langle x, y\rangle \in$ CLIQ if and only if the maximum size cliques in the graphs coded by $x$ and $y$ are of the same size.
All isomorphism relations for finite structures are NP-equivalence relations. Thus, GI and GROUP are in NP. On the other hand, CLIQ is DP-complete as a set (see Papadimitriou [8]).

In the following, we collect some results from the literature.
Proposition 4.2 The following are true.
(i) If $E$ is the isomorphism relation for finite structures of any finite language, then $E \leq_{R} \mathrm{GI}$.
(ii) If $E$ is the isomorphism relation for any of the following classes of finite structures, then $E \equiv_{R}$ id:
(a) finite trees;
(b) finite planar graphs;
(c) finite linear orderings with a unary relation.
(iii) If $E$ is the isomorphism relation for any of the following classes of finite structures, then $E \equiv{ }_{R} \mathrm{E}_{\lambda}$ :
(a) finite sets;
(b) finite fields;
(c) finite abelian groups;
(d) finite cyclic groups;
(e) finite linear orderings;
(f) finite linear orderings with a distinguished point.
(iv) If $E$ is the isomorphism relation for finite Boolean algebras, then $E \equiv{ }_{R} \mathrm{E}_{\sigma}$.
(v) If $E$ is the isomorphism relation for any of the following classes of finite structures, then $E \equiv{ }_{R} \mathrm{GI}$ :
(a) finite regular graphs;
(b) finite bipartite graphs.

See [3] for (i), (ii.c), (iii), and (iv). The proof of (ii.a) is folklore and implicit in any proof that a finite tree isomorphism is in P. A proof of (ii.b) is implicit in the proof of the theorem of Hopcroft and Tarjan [6] that the isomorphism for finite planar graphs is in P. The proof of (v.a) can be extracted from Miller [7]. We give a proof of (v.b) below.

Proof of Proposition $4.2(\mathrm{v} . \mathrm{b}) \quad$ Let $G=(V, E)$ be an arbitrary finite graph. We define a bipartite graph $G^{*}=\left(V^{*}, E^{*}\right)$. The mapping $G \mapsto G^{*}$ will be a strong reduction from Gl to the isomorphism of finite bipartite graphs. Let $V^{*}=V \cup E$ and $E^{*}=\{(v, e),(e, v): v \in V, e \in E$, and $v$ is a vertex of $e\}$. $G^{*}$ is bipartite because $\{V, E\}$ is a partition of its vertices such that every edge in $G^{*}$ is between a vertex in $V$ and a vertex in $E$. Suppose $G_{1}$ and $G_{2}$ are two finite graphs. It is clear that if $G_{1} \cong G_{2}$, then $G_{1}^{*} \cong G_{2}^{*}$. In fact, any isomorphism between $G_{1}$ and $G_{2}$ induces an isomorphism of $G_{1}^{*}$ and $G_{2}^{*}$ by the definition of $G^{*}$. For the converse, first note that $G$ is connected if and only if $G^{*}$ is connected. Without loss of generality, we may assume both $G_{1}$ and $G_{2}$ are connected. Suppose that $\pi$ is an isomorphism from $G_{1}^{*}$ to $G_{2}^{*}$. Then $\pi$ must map $V_{1}$ to either $V_{2}$ or $E_{2}$, since the two graphs are bipartite. In the first case, it must happen that $\pi\left(V_{1}\right)=V_{2}$ and $\pi\left(E_{1}\right)=E_{2}$, and therefore, $\pi$ induces an isomorphism between $G_{1}$ and $G_{2}$. In the second case, $\pi\left(V_{1}\right)=E_{2}$ and $\pi\left(E_{1}\right)=V_{2}$. Note that each vertex in $E_{1}$ in $G_{1}^{*}$ has degree 2 . Thus, it must happen that each vertex in $V_{2}$ in $G_{2}^{*}$ has degree 2, and thus, each vertex in $V_{1}$ in $G_{1}^{*}$ has degree 2. This means that all vertices in the two graphs have degree 2 , and $G_{1}^{*}$ must be a simple cycle. The same holds for $G_{2}^{*}$. These imply that both $G_{1}$ and $G_{2}$ are simple cycles, and they are of the same length. Thus, $G_{1}$ and $G_{2}$ are isomorphic.

It was shown in [3, Corollary 18] that

$$
\mathrm{E}_{\lambda}<_{R} \mathrm{GROUP}<_{R} \mathrm{GI}
$$

and

$$
\text { id } \not \not_{R} \text { GROUP. }
$$

The proofs of the nonreducibility directions are all based on the counting argument used to prove Lemma 2.3.

Note that

$$
\mathrm{E}_{\lambda} \leq{ }_{R} \text { CLIQ; }
$$

this is witnessed by the strong reduction function $x \mapsto f(x)$, where $f(x)$ is the code for the complete graph with $|x|$ vertices. Note that \#CLIQ $(n)=O(n)$. Thus, by Lemma 2.3, we have

$$
\text { id } \not \not_{R} \text { CLIQ. }
$$

Since id $\leq_{R} G I$, it follows that

$$
\mathrm{GI} \not \not_{R} \mathrm{CLIQ} .
$$

We summarize the reducibility and nonreducibility results for the six interesting equivalence relations in a diagram on the following page. In the diagram, a solid arrow represents reducibility $<_{R}$, an arrow with a cross represents nonreducibility $Z_{R}$, and a dotted line indicates that the opposite direction is unsettled.

The following propositions clarify the reducibility from CLIQ with other equivalence relations in the diagram.

Proposition 4.3 The following are equivalent:
(i) $\mathrm{P}=\mathrm{NP}$;
(ii) $\mathrm{CLIQ} \leq{ }_{R} \mathrm{E}_{\lambda}$;
(iii) $\mathrm{CLIQ} \equiv{ }_{R} \mathrm{E}_{\lambda}$.

Proof Obviously (ii) and (iii) are equivalent. To see (i) $\Rightarrow$ (ii), assume $\mathrm{P}=\mathrm{NP}$. Then there is a polynomial-time algorithm to determine, given a finite graph $G$ and a number $k$, whether $G$ contains a clique of size $k$. Let $G$ have $n$ vertices. Then by setting $k=2, \ldots, n$, the maximal $k$ such that $G$ contains a clique of size $k$ can be computed in polynomial time. If we run this decision algorithm and output a sequence of length this maximal $k$, then this gives a strong reduction function in P from CLIQ to $\mathrm{E}_{\lambda}$. For (ii) $\Rightarrow(\mathrm{i})$, note that NP $\subseteq$ DP and that CLIQ is DP-complete as a set. If CLIQ $\leq_{R} \mathrm{E}_{\lambda}$, then $\mathrm{CLIQ} \in \mathrm{P}$ and so is every DP set.

Thus, if $\mathrm{P}=\mathrm{NP}$, then CLIQ is of the same complexity as $\mathrm{E}_{\lambda}$.


Proposition 4.4 If $\mathrm{P} \neq \mathrm{NP}$, then CLIQ $\not Z_{R}$ id.
Proof This is because if CLIQ $\leq_{R}$ id, then CLIQ $\in \mathrm{P}$.
In other words, if $\mathrm{P} \neq \mathrm{NP}$, then CLIQ is incomparable with id and $\mathrm{E}_{\lambda}<{ }_{R}$ CLIQ.
Proposition 4.5 If NP $\neq$ coNP, then $\mathrm{CLIQ} \not \not_{R} \mathrm{GI}$, and in particular, CLIQ $\not z_{R}$ id and CLIQ $\not \mathbb{L}_{R}$ GROUP.

Proof If CLIQ $\leq_{R} \mathrm{GI}$, then CLIQ $\in \mathrm{NP}$. Since coNP $\subseteq$ DP, it would follow that $\mathrm{NP}=\operatorname{coNP}=\mathrm{DP}$.

In other words, if NP $\neq$ coNP, then CLIQ is incomparable with either GI or id, and $\mathrm{E}_{\lambda}<{ }_{R}$ CLIQ.

The following lemma was essentially proved in [1] (cf. [3, Lemma 32]).
Lemma 4.6 (Blass-Gurevich) $\quad$ If $\mathrm{P}=\mathrm{NP}$, then $E \leq_{R}$ id for every $E \in \mathrm{NP}$.
Thus, if $\mathrm{P}=\mathrm{NP}$, then $\mathrm{GI} \equiv_{R}$ id and therefore GROUP $<_{R}$ id.

## 5 Finitary Equivalence Relations

In this section, we note that there is a canonical initial segment of the $\leq_{R}$ hierarchy for P-equivalence relations. We also show that if $\mathrm{P} \neq \mathrm{NP}$, then there are NPequivalence relations strictly above id. These results are obtained by considering a special class of equivalence relations.

Definition 5.1 An equivalence relation $E$ is called finitary if $E$ has only finitely many nontrivial equivalence classes, that is, all but finitely many $E$-equivalence classes are singletons.

It is easy to see that if $E$ is a finitary equivalence relation on $\Sigma^{*}$, then $E \in \mathrm{P}$ if and only if each $E$-equivalence class is in P if and only if $E \leq_{R}$ id.

We consider two subclasses of finitary equivalence relations. The first class consists of those with only finitely many equivalence classes. The canonical examples of such equivalence relations are the congruence relations on natural numbers. For each positive $n \in \mathbb{N}$, denote by $\equiv_{n}$ the congruence relation $\bmod n$, that is,

$$
x \equiv_{n} y \Longleftrightarrow x \equiv y \bmod n
$$

for $x, y \in \mathbb{N}$. Up to $\equiv_{R}$, the equivalence relations $\equiv_{n}$ are exactly the same as all P-equivalence relations with finitely many equivalence classes. Moreover, they form an infinite ascending chain that is an initial segment of the $\leq_{R}$ hierarchy.

Next, we consider equivalence relations induced by a single set.
Definition 5.2 For any subset $S$ of $\Sigma^{*}$, we define an equivalence relation $\mathrm{R}_{S}$ on $\Sigma^{*}$ by

$$
\langle x, y\rangle \in \mathrm{R}_{S} \Longleftrightarrow \text { either } x=y \text { or both } x \in S \text { and } y \in S
$$

Equivalence relations of the form $\mathrm{R}_{S}$ are of course finitary. About their mutual reducibility, we have the following observation.

Lemma 5.3 Let $S, T \subseteq \Sigma^{*}$. If $\mathrm{R}_{S} \leq_{R} \mathrm{R}_{T}$, then either $\mathrm{R}_{S} \leq_{R}$ id or $S$ is polynomial-time reducible to $T$.

Proof Suppose $\mathrm{R}_{S} \leq_{R} \mathrm{R}_{T}$ via a strong reduction function $f \in \mathrm{PF}$. Then for any $x, y \in S,\langle f(x), f(y)\rangle \in \mathrm{R}_{T}$. We have two cases. Case 1: for any $x \in S, f(x) \notin T$. In this case, $f(x)=f(y)$ for any $x, y \in S$. Then, $f$ witnesses that $\mathrm{R}_{S} \leq_{R}$ id. Case 2: for any $x \in S, f(x) \in T$. Note that, for any $x \notin S, f(x) \notin T$. Thus, $f$ is a reduction function from $S$ to $T$.

Note that id is itself of the form $\mathrm{R}_{S}$, with $S=\emptyset$. Also, note that there is a coinfinite $S \subseteq \Sigma^{*}$ with $\mathrm{R}_{S}<_{R}$ id. An example is $\mathrm{R}_{\Sigma^{*} \backslash\{0\}^{*}} \equiv{ }_{R} \mathrm{E}_{\lambda}$.

Proposition 5.4 Let $S \subseteq \Sigma^{*}$ be nonempty. Then the following hold.
(i) $S \in \mathrm{NP}$ if and only if $\mathrm{R}_{S} \in \mathrm{NP}$.
(ii) If $S$ is $\mathrm{NP}-h a r d$, then $\mathrm{R}_{S}$ is NP -hard as a set.
(iii) If $\mathrm{R}_{T} \leq{ }_{R} \mathrm{R}_{S}$ for all $T \subseteq \Sigma^{*}$ with $T \in \mathrm{NP}$, then $S$ is NP -hard.
(iv) If $\mathrm{P} \neq \mathrm{NP}$ and $S$ is NP -hard, then $\mathrm{R}_{S} \not \mathbb{Z}_{R}$ id.

Proof For (i), the implication $(\Rightarrow)$ follows from the definition. For $(\Leftarrow)$ of (i) and for (ii), fix an element $a \in S$. Then for any $x \in \Sigma^{*}, x \in S$ if and only if $\langle x, a\rangle \in \mathrm{R}_{S}$. The function $x \mapsto\langle x, a\rangle$ is a polynomial-time computable function reducing $S$ to $\mathrm{R}_{S}$ as sets.

Now (iv) follows immediately from (ii). To prove (iii), assume $\mathrm{R}_{T} \leq{ }_{R} \mathrm{R}_{S}$ for all NP subsets $T \subseteq \Sigma^{*}$. In particular, id $\leq_{R} \mathrm{R}_{S}$, and it follows that $S$ is coinfinite. We argue for (iii) in two cases. If $\mathrm{P}=\mathrm{NP}$, then any nonempty, proper subset of $\Sigma^{*}$ is NP-hard. Suppose $\mathrm{P} \neq$ NP. Let $T$ be NP-hard. Then $\mathrm{R}_{T} \not \mathbb{Z}_{R}$ id by (iv). By Lemma 5.3 we must have a polynomial-time reduction from $T$ to $S$, and hence, $S$ is NP-hard.

Now it is easy to define NP-complete $S \subseteq \Sigma^{*}$ for which id $\leq_{R} \mathrm{R}_{S}$. If $\mathrm{P} \neq \mathrm{NP}$, then id $<_{R} \mathrm{R}_{S}$ for such an $S$.

The following notion is in some sense a dual to the notion of finitary equivalence relations.

Definition 5.5 An equivalence relation $E$ is called finite if every $E$-equivalence class is finite.
The equivalence relations $\mathrm{E}_{\varphi, A}$ we defined earlier in this article and the natural isomorphism relations for finite structures are all finite equivalence relations. In particular, Gl is finite.

The following proposition shows that the two notions are indeed orthogonal in terms of reducibility.
Proposition 5.6 Let $E$ and $F$ be equivalence relations on $\Sigma^{*}$. Suppose $E$ is finitary and $F$ is finite. Then the following hold.
(a) If $E \leq_{R} F$, then $E \leq_{R}$ id, and in particular, $E \in \mathrm{P}$.
(b) If $F \leq_{R} E$, then $F \leq_{R}$ id, and in particular, $F \in \mathrm{P}$.

Proof To prove (a), we only need to verify that every $E$-equivalence class is in P. But any strong reduction function $f \in \mathrm{PF}$ witnesses the reduction of any $E$-equivalence class to an $F$-equivalence class, and the latter, being finite, is in P .

For (b), assume that $f \in \mathrm{PF}$ is a strong reduction function from $F$ to $E$. Let $X=\left\{x \in \Sigma^{*}:\right.$ the $E$-equivalence class of $x$ is trivial $\}$. Then $\Sigma^{*} \backslash f^{-1}(X)$ consists of only finitely many $F$-equivalence classes and, therefore, is finite. Define $g(x)=f(x)$ if $x \in f^{-1}(X)$, and let $g(x)$ be the lexicographically least element of the $F$-equivalence class of $f(x)$ if $x \notin f^{-1}(X)$. Then $g \in \mathrm{PF}$ and is a strong reduction function from $F$ to id.
We define a class of finite equivalence relations induced from a single set.
Definition 5.7 For any subset $S$ of $\Sigma^{*}$, we define an equivalence relation $\mathrm{D}_{S}$ on $\Sigma^{*}$ by

$$
\langle x, y\rangle \in \mathrm{D}_{S} \Longleftrightarrow \text { either } x=y \text { or } x \upharpoonright(|x|-1)=y \upharpoonright(|y|-1) \in S
$$

$\mathrm{D}_{S}$ is a finite equivalence relation since $\Sigma$ is finite. Note that $x \mapsto x^{\wedge} 0$ is a strong reduction function from id to $\mathrm{D}_{S}$. Thus, id $\leq_{R} \mathrm{D}_{S}$ for all $S \subseteq \Sigma^{*}$.

Proposition 5.8 Let $S \subseteq \Sigma^{*}$. The following are equivalent:
(i) $\mathrm{D}_{S} \in \mathrm{P}$;
(ii) $S \in \mathrm{P}$;
(iii) $\mathrm{D}_{S} \leq_{R}$ id;
(iv) $\mathrm{D}_{S} \equiv{ }_{R}$ id.

Proof The implications (ii) $\Rightarrow$ (i) $\Leftrightarrow$ (iii) are obvious, and (iii) $\Leftrightarrow$ (iv) follows from the above remark. It suffices to show (i) $\Rightarrow$ (ii). Then for any $x \in \Sigma^{*}, x \in S$ if and only if $\left\langle x^{\wedge} 0, x^{\wedge} 1\right\rangle \in \mathrm{D}_{S}$. Thus, if $\mathrm{D}_{S} \in \mathrm{P}$, then $S \in \mathrm{P}$.

The above proof also gives the following proposition as an immediate corollary, which we state without proof.
Proposition 5.9 Let $S \subseteq \Sigma^{*}$. Then the following hold.
(i) $S \in \mathrm{NP}$ if and only if $\mathrm{D}_{S} \in \mathrm{NP}$.
(ii) If $S$ is NP-hard, then $\mathrm{D}_{S}$ is NP-hard as a set.
(iii) If $\mathrm{P} \neq \mathrm{NP}$ and $S$ is NP -hard, then id $<_{R} \mathrm{D}_{S}$.

Thus, if $\mathrm{P} \neq \mathrm{NP}$ and $S$ is NP-complete, then both $\mathrm{R}_{S}$ and $\mathrm{D}_{S}$ are NP-equivalence relations, but they are incomparable in the $\leq_{R}$ partial order.

## 6 Open Problems

Results from [3] and this article show that it is possible to prove reducibility and nonreducibility results about $\leq_{R}$ without assumptions on the relationship between complexity classes. The following open problems might lead to such results.

Problem 6.1 Does $E \leq_{R}$ id for all P-equivalence relations $E$ ?
Problem 6.2 Does $E \leq_{R} \mathrm{GI}$ for all finite NP-equivalence relations $E$ ?
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