EXACT FORMULAS FOR COEFFICIENTS OF JACOBI FORMS
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In previous work, we introduced harmonic Maass–Jacobi forms. The space of such forms
includes the classical Jacobi forms and certain Maass–Jacobi–Poincaré series, as well as
Zwegers’ real-analytic Jacobi forms, which play an important role in the study of mock
theta functions and related objects. Harmonic Maass–Jacobi forms decompose naturally
into holomorphic and non-holomorphic parts. In this paper, we give exact formulas for
the Fourier coefficients of the holomorphic parts of harmonic Maass–Jacobi forms and, in
particular, we obtain explicit formulas for the Fourier coefficients of weak Jacobi forms.
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1. Introduction and Statement of Results

That theory has since grown enormously, establishing deep connections to many
other areas of mathematics and physics, such as the theory of Heegner points
(see [6]), the theory of elliptic genera (see [10]), string theory (see, for example,
[4]), and more recently, mock theta functions (see [11]). In [2], we initiated a the-
ory of harmonic Maass–Jacobi forms, which includes the holomorphic Jacobi forms
of [5], the real-analytic Jacobi forms in [11], and certain Maass–Jacobi–Poincaré
series as explicit examples. Of particular interest is \( \tilde{\mathcal{J}}_{k,m}^{\text{cusp}} \), a distinguished subspace
of harmonic Maass–Jacobi forms, which we will briefly review in Sec. 2. If \( \phi \in \tilde{\mathcal{J}}_{k,m}^{\text{cusp}} \),
then \( \phi = \phi^+ + \phi^- \), where

\[
\phi^+(\tau, z) = \sum_{n, r \in \mathbb{Z}, D \ll \infty} c^+(n, r)q^n \zeta^r
\]

(1)
is the holomorphic part of \( \phi \), while the non-holomorphic part of \( \phi \) is given by

\[
\phi^-(\tau, z) = \sum_{n, r \in \mathbb{Z}} c^-(n, r) \Gamma\left( \frac{3}{2} - k, \frac{\pi D y}{m} \right) q^n \zeta^r.
\]  

(2)

Here and throughout the paper, \( \tau = x + iy \in \mathbb{H} \) (the usual complex upper half-plane), \( z = u + iv \in \mathbb{C} \), \( q := e^{2\pi i \tau}, \zeta := e^{2\pi i z} \), \( D := r^2 - 4nm \), and \( \Gamma(s, x) := \int_x^{\infty} e^{-t} t^{s-1} dt \) is the incomplete Gamma-function. In particular, if \( \phi \in \mathfrak{J}_{k, m}^{\text{cusp}} \) is holomorphic, then \( \phi = \phi^+ \) is a weak Jacobi form. If, in addition, the Fourier series in (1) is only over \( D \leq 0 \), then \( \phi \) is a Jacobi form as in [5] and if the Fourier series in (1) is only over \( D < 0 \), then \( \phi \) is a Jacobi cusp form. Note that our notion of weak Jacobi forms have an expansion as in (1) with the additional condition that \( n \geq 0 \). If \( \phi^+ \) is as in (1), then we call

\[
P_{\phi^+}(\tau, z) := \sum_{n, r \in \mathbb{Z}} c^+(n, r) q^n \zeta^r
\]

(3)

the principal part of \( \phi^+ \).

In this paper, we extend ideas of [1] to obtain exact formulas for the coefficients of \( \phi^+ \) in (1). It turns out that the principal part \( P_{\phi^+} \) in (3) dictates the coefficients of \( \phi^+ \) for \( D < 0 \), as explained in the following theorem, which is the main result of this paper.

**Theorem 1.** Let \( \phi \in \mathfrak{J}_{k, m}^{\text{cusp}} \) with holomorphic part \( \phi^+ \) as in (1). If \( k < 0 \) is even and \( D' := r'^2 - 4nm' < 0 \), then

\[
c^+(n', r') = \frac{1}{2 \Gamma\left( \frac{5}{2} - k \right)} \sum_{r \equiv 0 \mod 2m} c^+(n, r) c^{(k)}_{n, r}(n', r'),
\]

where \( \Gamma(\cdot) \) is the Gamma-function and

\[
c^{(k)}_{n, r}(n', r') := b^{(k)}_{n, r}(n', r') + (-1)^k b^{(k)}_{n, r}(n', -r')
\]

(4)

with

\[
b^{(k)}_{n, r}(n', r') := \sqrt{2\pi} i^{-k} m^{-\frac{3}{2}} \left( \frac{|D'|}{D} \right)^{\frac{3}{4} - \frac{k}{2}} \times \sum_{c > 0} c^{-\frac{2}{2}} K_c(n, r, n', r') I_{k-\frac{3}{2}}\left( \frac{\pi \sqrt{|D'|/2}}{mc} \right).
\]

Here \( I_\lambda(x) \) is the usual \( I \)-Bessel function of order \( \lambda \) and \( K_c(n, r, n', r') \) is the Kloosterman sum

\[
K_c(n, r, n', r') := e_{2mc}(-rr') \sum_{d \equiv 0 \mod c} e_d(dm\lambda^2 + n'd - r'\lambda + \bar{d}n + dr\lambda).
\]
where \( e_c(x) := e^{2\pi i x} \) and the sum over \( d \) runs through the primitive residue classes modulo \( c \) and \( \bar{d} \) is the inverse of \( d \) modulo \( c \).

In Sec. 2, we follow [3] to define a pairing of harmonic Maass–Jacobi forms and skew-holomorphic Jacobi forms. We find that this pairing is determined by the principal part of the holomorphic part of a harmonic Maass–Jacobi form. In Sec. 3, we recall the Maass–Jacobi–Poincaré series from [2]. Given a harmonic Maass–Jacobi form, linear combinations of such Poincaré series allow one to construct a new harmonic Maass–Jacobi form whose holomorphic part has the same principal part as the given one. This is the key idea in our proof of Theorem 1. Finally, we give an explicit application of our results. The ring of Jacobi forms of even weights is generated (over the ring of modular forms) by certain weak Jacobi forms of index 1 and weights \(-2\) and 0, which we denote by \( \phi_{-2,1} \) and \( \phi_{0,1} \), respectively (see [5, §§8 and 9]). We show that \( \phi_{-2,1} \) can be expressed as Jacobi–Poincaré series. It is likely that \( \phi_{0,1} \) can also be realized as a Jacobi–Poincaré series, but this requires the existence of a Maass–Jacobi–Poincaré series of weight 0, which we have not constructed yet.

### 2. The Pairing

In this section, we introduce a pairing between skew-holomorphic Jacobi forms and harmonic Maass–Jacobi forms, which is vital to our proof of Theorem 1 in Sec. 3. Let \( J_{k,m} \) denote the space of skew-holomorphic Jacobi forms of weight \( k \) and index \( m \) and let \( J_{k,m}^{sk,cusp} \) be the subspace of cusp forms (for details, see [8, 9]). If \( \phi, \psi \in J_{k,m}^{sk,cusp} \), then the Petersson scalar product of \( \phi \) and \( \psi \) is defined by

\[
\langle \phi, \psi \rangle := \int_{\Gamma \setminus \mathbb{H} \times \mathbb{C}} \phi(\tau, z) \overline{\psi(\tau, z)} e^{-\frac{4\pi m^2}{y}} y^k \, dV,
\]

where \( \Gamma := \text{SL}_2(\mathbb{Z}) \ltimes \mathbb{Z}^2 \) is the Jacobi group and \( dV := \frac{du\,dv\,dx\,dy}{y^3} \) is the \( \Gamma \)-invariant volume element on \( \mathbb{H} \times \mathbb{C} \) (for details, see [7, 9]). Note that skew-holomorphic Jacobi forms have a theta decomposition, i.e. if

\[
\phi(\tau, z) = \sum_{\substack{n,r \in \mathbb{Z} \\ D \geq 0}} c(n, r)e^{-\frac{\pi Dn^2}{m}} q^n \zeta^r \in J_{k,m}^{sk},
\]

then

\[
\phi(\tau, z) = \sum_{\mu \pmod{2m}} h_{\mu}(\tau) \theta_{m,\mu}(\tau, z),
\]

where

\[
h_{\mu}(\tau) := \sum_{N \geq 0} c_{\mu}(N) q^{N}.
\]
with
\[
c_\mu(N) := \begin{cases} 
  c \left( \frac{r^2 - N}{4m}, r \right) & \text{for } r \in \mathbb{Z}, \ r \equiv \mu \pmod{2m}, \text{ and } N \equiv \mu^2 \pmod{4m}, \\
  0 & \text{if } N \not\equiv \mu^2 \pmod{4m}
\end{cases}
\]
and
\[
\theta_{m,\mu}(\tau, z) := \sum_{r \in \mathbb{Z}} q^{|r|^2} \zeta^r.
\]

If
\[
\phi(\tau, z) = \sum_{\mu \pmod{2m}} h_\mu(\tau) \theta_{m,\mu}(\tau, z) \in J_{k,m}^{sk, \text{cusp}}
\]
and
\[
\psi(\tau, z) = \sum_{\mu \pmod{2m}} g_\mu(\tau) \theta_{m,\mu}(\tau, z) \in J_{k,m}^{sk, \text{cusp}},
\]
then analogous to Theorem 5.3 of [5], one finds that
\[
(\phi, \psi) = \int_{\mathcal{F}} \sum_{\mu \pmod{2m}} h_\mu(\tau) g_\mu(\tau) y^{k-1/2} d\tau dy,
\]
where \(\mathcal{F}\) is the standard fundamental domain for the action of \(\text{SL}_2(\mathbb{Z})\) on \(\mathbb{H}\).

We wish to review the definition of harmonic Maass–Jacobi forms of [2]. Therefore, we need to recall the slash action for Jacobi forms and a certain differential operator which is invariant under that action. If \(\phi : \mathbb{H} \times \mathbb{C} \to \mathbb{C}\), then
\[
(\phi|_{k,m} A)(\tau, z)
\]
\[
:= \phi \left( \frac{\alpha \tau + \beta}{\gamma \tau + \delta}, \frac{\lambda \tau + \mu}{\gamma \tau + \delta} \right) (\gamma \tau + \delta)^{-k} e^{2\pi i m \left( \frac{-\lambda \mu + \lambda \tau + \mu \delta}{\gamma \tau + \delta} + \gamma^2 \tau + 2\lambda \zeta \right)}
\]
for all \(A = \left[ \begin{smallmatrix} \alpha & \beta \\ \gamma & \delta \end{smallmatrix} \right], (\lambda, \mu) \in \Gamma^J\). Furthermore, if \(\partial_w := \frac{\partial}{\partial w}\) for a variable \(w\), then
\[
C_{k,m} := -2(\tau - \overline{\tau})^2 \partial_{\tau \tau} - (2k - 1)(\tau - \overline{\tau}) \partial_{\tau} + \frac{(\tau - \overline{\tau})^2}{4\pi i m} \partial_{\overline{\tau} \overline{\tau}} + \frac{k(\tau - \overline{\tau})}{4\pi i m} \partial_{\tau \overline{\tau}}
\]
\[
+ \frac{(\tau - \overline{\tau})(z - \overline{z})}{4\pi i m} \partial_{\tau \overline{\tau}} - 2(\tau - \overline{\tau})(z - \overline{z}) \partial_{\tau \overline{\tau}} + (1 - k)(z - \overline{z}) \partial_{\tau \overline{\tau}}
\]
\[
+ \frac{(\tau - \overline{\tau})^2}{4\pi i m} \partial_{\tau \tau} + \frac{(z - \overline{z})^2 + k(\tau - \overline{\tau})}{4\pi i m} \partial_{\tau \overline{\tau}} + \frac{(\tau - \overline{\tau})(z - \overline{z})}{4\pi i m} \partial_{\tau \overline{\tau}}
\]
which (up to the constant \(\frac{\pi}{2} + \frac{3k-1}{2}\)) is the \textit{Casimir operator} with respect to the action in (9). There is a misprint in [2]: the term \(k(z - \overline{z})\) \(\partial_{\tau \overline{\tau}}\) should be \((1-k)(z - \overline{z})\) \(\partial_{\tau \overline{\tau}}\).

**Definition 1.** A function \(\phi : \mathbb{H} \times \mathbb{C} \to \mathbb{C}\) is a harmonic Maass–Jacobi form of weight \(k\) and index \(m\) if \(\phi\) is real-analytic in \(\tau \in \mathbb{H}\) and \(z \in \mathbb{C}\) and satisfies the
following conditions:

(1) For all $A \in \Gamma^J$, $(\phi |_{k,m} A) = \phi$.
(2) We have that $C^{k,m}(\phi) = 0$.
(3) We have that $\phi(\tau, z) = O(e^{a y e \frac{2\pi y^2}{m}})$ as $y \to \infty$ for some $a > 0$.

Of particular interest are harmonic Maass–Jacobi forms, which are holomorphic in $z$; the space of such forms is denoted by $\hat{J}_{k,m}$.

The differential operator

$$\xi_{k,m} := y^{k-\frac{3}{2}} \left( -2iy\partial_\tau - 2iv\partial_z + \frac{y}{4\pi m} \partial_z \right)$$

plays an important role in this context. It maps harmonic Maass–Jacobi forms that are holomorphic in the Jacobi variable $z$ to skew-holomorphic Jacobi forms. Let $\hat{J}_{k,m}^{\text{cusp}} \subset \hat{J}_{k,m}$ denote the pre-image of the space of skew-holomorphic Jacobi cusp forms under $\xi_{k,m}$. In [2], we construct explicit examples of $\hat{J}_{k,m}^{\text{cusp}}$ via Maass–Jacobi–Poincaré series (see (12) for the definition) and we show that $\xi_{k,m}$ maps these Maass–Jacobi–Poincaré series to skew-holomorphic Jacobi–Poincaré series, which implies the surjectivity of the map $\xi_{k,m}$ in the following proposition.

**Proposition 1 ([2]).** The map

$$\xi_{k,m} : \hat{J}_{k,m}^{\text{cusp}} \to J^{3-k}_{3-k,m}$$

is surjective.

If $\phi \in \hat{J}_{k,m}^{\text{cusp}}$ and $\psi \in J^{3-k}_{3-k,m}$, then we define the (non-degenerate) pairing

$$\{ \phi, \psi \} := \langle \xi_{k,m}(\phi), \psi \rangle. \quad (10)$$

The next result extends [3, Proposition 3.5] to Jacobi forms and shows that the pairing in (10) is determined by the principal part $P_{\phi^+}$ of $\phi^+$.

**Proposition 2.** Let $\phi = \phi^+ + \phi^- \in \hat{J}_{k,m}^{\text{cusp}}$ with $\phi^+$ and $\phi^-$ as in (1) and (2) and let

$$\psi(\tau, z) = \sum_{n,r \in \mathbb{Z} \atop D > 0} d(n,r)e^{-\frac{\pi D y}{m}} q^n \zeta^r \in J^{3-k}_{3-k,m}. \quad$$

If $k$ is even, then

$$\{ \phi, \psi \} = \sum_{r \mod (2m) \atop D > 0} c^+(n,r) d(n,r).$$

**Proof.** Let

$$\psi(\tau, z) = \sum_{\mu \mod (2m)} g_{\mu}(\tau) \theta_{m,\mu}(\tau, z)$$
with

\[ g_\mu(\tau) = \sum_{N>0} d_\mu(N) q^{N/m} \]

be the theta decomposition of \( \psi \). It is easy to see that elements in \( \tilde{\mathcal{J}}_{k,m}^{\text{cusp}} \) and hence also their holomorphic and non-holomorphic parts have theta decompositions. More precisely, we have

\[
\phi(\tau, z) = \sum_{\mu \pmod{2m}} h_\mu(\tau) \theta_{m, \mu}(\tau, z),
\]

where

\[
h_\mu = h_\mu^+ + h_\mu^-,
\]

\[
h_\mu^+(\tau) = \sum_{N \leq \infty} c_\mu^+(N) q^{-N/m},
\]

\[
h_\mu^-(\tau) = \sum_{N > 0} c_\mu^-(N) \Gamma \left( \frac{3}{2} - k, \frac{\pi N y}{m} \right) q^{-\frac{N}{m}},
\]

and \( c_\mu^\pm(N) \) is as in (6).

We now follow the proof of [3, Proposition 3.5]. First, if \( k \) is even, then one verifies that

\[
\sum_{\mu \pmod{2m}} h_\mu g_\mu d\tau
\]

is an \( \text{SL}_2(\mathbb{Z}) \)-invariant 1-form on \( \mathbb{H} \). (11)

Set \( L_k := -2iy^2 \partial_\tau \) and \( \xi_k := y^{k-2}L_k \). From (8) we have

\[
\{ \phi, \psi \} = \lim_{t \to \infty} \frac{1}{4m} \sum_{j=0}^{4m-1} \sum_{\mathcal{F}_{i,j}} \xi_{k-\frac{1}{2}}(h_\mu(\tau))g_\mu(\tau) y^{\frac{k}{2} - k} dxdy,
\]

where each \( \mathcal{F}_{i,j} := \left\{ \tau \in \mathbb{H} \mid |\tau - j| \geq 1, 0 \leq x - j \leq \frac{1}{2}, y \leq t \right\} \) is a translation by \( j \) of the truncated fundamental domain \( \mathcal{F}_i := \{ \tau \in \mathcal{F} \mid y \leq t \} \), and where, in addition, the “left half” is “cut and pasted” to the right. Let \( d\omega := \frac{dxdy}{y^2} \) denote the usual invariant volume form on \( \mathbb{H} \). With the help of Stokes’ theorem, we find that

\[
\frac{1}{4m} \sum_{j=0}^{4m-1} \int_{\mathcal{F}_{i,j}} \sum_{\mu \pmod{2m}} \xi_{k-\frac{1}{2}}(h_\mu(\tau))g_\mu(\tau) y^{\frac{k}{2} - k} dxdy
\]

\[
= \frac{1}{4m} \sum_{j=0}^{4m-1} \int_{\mathcal{F}_{i,j}} \sum_{\mu \pmod{2m}} L_{k-\frac{1}{2}}(h_\mu) g_\mu d\omega
\]
In [2], we investigated Maass–Jacobi–Poincaré series, which we will now recall after introducing necessary notation. Let

\[ P_{k,m,s}(\tau,z) := \sum_{\mu, \nu \text{mod } 2m} c^+(N) \mu d\mu(N) \Gamma \left( \frac{3}{2} - k, \frac{\pi D \tau}{m} \right) \]

where the last equation follows from inserting the Fourier expansions of \( h_{\mu} \) and \( g_{\mu} \). Finally,

\[ \Gamma \left( \frac{3}{2} - k, \frac{\pi N t}{m} \right) = O \left( \left( \frac{\pi N t}{m} \right)^{\frac{1}{2} - k} e^{-\frac{\pi N t}{m}} \right) \quad \text{as } t \to \infty, \]

which shows that

\[ \{ \phi, \psi \} = \sum_{\mu, \nu \text{mod } 2m, N > 0} c^+(N) d\mu(N) = \sum_{r \text{mod } 2m, D > 0} c^+(n,r) d(n,r). \]

### 3. Maass–Jacobi–Poincaré Series and the Proof of Theorem 1

In [2], we investigated Maass–Jacobi–Poincaré series, which we will now recall after introducing necessary notation. Let \( M_{k,m} \) be the usual \( M \)-Whittaker function. Let \( D = r^2 - 4nm \neq 0 \), and for \( s \in \mathbb{C}, \kappa \in \mathfrak{h}/2 \mathbb{Z}, \) and \( t \in \mathbb{R} \setminus \{0\} \), define

\[ \mathcal{M}_{s,\kappa}(t) := |t|^{-\frac{1}{2}} M_{s\kappa}(t) \theta_{s-\frac{1}{2}}(\{t\}) \]

and

\[ \phi^{(n,r)}_{k,m,s}(\tau,z) := \mathcal{M}_{s,k-\frac{1}{2}} \left(-\frac{\pi D y}{m}\right) e^{2\pi i z} \theta_{s\kappa}(\tau) \]

Set \( \Gamma_\infty := \left\{ \left[ \begin{array}{cc} 1 & \eta \\ 0 & 1 \end{array} \right] (0,n) \mid \eta, n \in \mathbb{Z} \right\} \). Then the Poincaré series

\[ P_{k,m,s}^{(n,r)}(\tau,z) := \sum_{A \in \Gamma_\infty \setminus \Gamma^J} \mathcal{M}_{s,\kappa-\frac{1}{2}}(\phi^{(n,r)}_{k,m,s} | k,m A)(\tau,z) \quad (12) \]

converges absolutely and uniformly for \( \text{Re}(s) > \frac{5}{4} \) and \( P_{k,m,s}^{(n,r)} \in \mathfrak{h} \), if \( s = \frac{k-\frac{1}{2}}{2}, k > 3 \) or \( s = \frac{k-\frac{1}{2}}{2}, k < 0 \). In [2], we determined the Fourier expansion of \( P_{k,m,s}^{(n,r)} \), which features a certain theta series \( \varphi^{(r)}_{k,m} \). It is not difficult to see that

\[ \varphi^{(r)}_{k,m}(\tau,z) = q^{-\frac{k^2}{24}} \left( \theta_{m,r}(\tau,z) + (-1)^k \theta_{m,-r}(\tau,z) \right). \quad (13) \]

For brevity, we will only recall the part of the Fourier expansion, which is needed for the purpose of this paper. Let \( P_{k,m,s}^{(n,r)} + \) denote the holomorphic part of \( P_{k,m,s}^{(n,r)} \).
If $D > 0$ and $s = \frac{5}{4} - \frac{k}{2}, k < 0$, then [2, Corollary 1] and (13) imply that

$$
P^{(n,r)}_{k,m,s} = \Gamma\left(\frac{5}{2} - k\right)q^{-\frac{D}{2}}(\theta_{m,r}(\tau, z) + (-1)^k \theta_{m,-r}(\tau, z)) + \sum_{n',r' \in \mathbb{Z}, D' \leq 0} c^{(k)}_{n',r'}(n', r') q^{n' c_{n',r'}}
$$

(14)

where (as before) $D' = r'^2 - 4n' m$. If $D' < 0$, then $c^{(k)}_{n',r'}(n', r')$ is as in (4).

**Proof of Theorem 1.** Let $\phi \in \mathcal{H}^{\text{cusp}}_{k,m} (k < 0)$ with holomorphic part $\phi^+$ as in (1) and principal part

$$
P_{\phi^+}(\tau, z) = \sum_{\mu \pmod{2m}} c^+_{\mu}(N)q^{-\frac{D}{2}} \theta_{m,\mu}(\tau, z)
$$

with $c^+_{\mu}(N)$ as in (6). Equation (14), together with the identity $c^+_{\mu}(N) = (-1)^k c^+_{\mu}(N)$, shows that the holomorphic part of

$$
\varphi := \frac{1}{2\Gamma\left(\frac{5}{2} - k\right)} \sum_{\mu \pmod{2m}} c^+_{\mu}(N) P^{(n,r)}_{k,m,\mu} \frac{2}{4m + \frac{k}{2}}
$$

has the same principal part as $\phi^+$. Consider $\Phi := \phi - \varphi \in \mathcal{H}^{\text{cusp}}_{k,m}$. Suppose that $\Phi$ has a non-trivial non-holomorphic part. Then $\xi_{k,m}(\Phi) \neq 0$ and hence $\{\Phi, \xi_{k,m}(\Phi)\} = \langle \xi_{k,m}(\Phi), \xi_{k,m}(\Phi) \rangle \neq 0$. On the other hand, Proposition 2 expresses $\{\Phi, \xi_{k,m}(\Phi)\}$ in terms of the principal part of $\Phi$, which is zero by construction. This gives a contradiction and thus $\Phi$ is necessarily holomorphic, i.e. $\Phi$ is a weak Jacobi form. Again, the principal part of $\Phi$ is zero and hence $\Phi$ is a holomorphic Jacobi form (as in [5]) of weight $k < 0$. We conclude that $\Phi = 0$ and Theorem 1 follows. $\square$

We end with an explicit example.

**Example 1.** Let $\phi_{-2,1}(\tau, z) = \zeta - 2 + \zeta^{-1} + \cdots$ be the weak Jacobi form of weight $-2$ and index 1 alluded to in Sec. 1. Note that

$$
\sum_{n, r \in \mathbb{Z}} q^n \zeta^r = \sum_{r \equiv 1 \pmod{2}} q^{\frac{r^2}{4}} \zeta^r = q^{-\frac{1}{2}} \theta_{1,1}(\tau, z)
$$

appears as the principal part of $\phi_{-2,1}(\tau, z)$ and also of $\frac{1}{2\Gamma\left(\frac{9}{2}\right)} P^{(0,1)}_{-2,1,\frac{9}{2}}(\tau, z)$. Hence we find that

$$
\phi_{-2,1} = \frac{1}{2\Gamma\left(\frac{9}{2}\right)} P^{(0,1)}_{-2,1,\frac{9}{2}}.
$$
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