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\begin{abstract}
Kohnen introduced a limit process for Siegel modular forms that produces Jacobi forms. He asked if there is a space of real-analytic Siegel modular forms such that skew-holomorphic Jacobi forms arise via this limit process. In this paper, we initiate the study of harmonic skew-Maass–Jacobi forms and harmonic Siegel–Maass forms. We improve a result of Maass on the Fourier coefficients of harmonic Siegel–Maass forms, which allows us to establish a connection to harmonic skew-Maass–Jacobi forms. In particular, we answer Kohnen’s question in the affirmative.
\end{abstract}

\section{Introduction}

Jacobi forms occur in the Fourier expansion of Siegel modular forms of degree 2, a fact that played an important part in the proof of the Saito–Kurokawa conjecture (see Maass [19–21],...
Andrianov [1], Zagier [32], and Eichler and Zagier [10]). The theory of Jacobi forms has grown enormously since then leading to beautiful applications in many areas of mathematics and physics. Several of these applications rely on real-analytic Jacobi forms, and it has been necessary to investigate such forms in detail (see Skoruppa [29,30], Berndt and Schmidt [2], and Pitale [27], the first and the third author [5], and more recently [4]). For instance, the real-analytic Jacobi forms in Zwegers [33] are examples of harmonic Maass–Jacobi forms [4] that are related to gauge theory (see for example Götzsche and Zagier [13], Götzsche et al. [12], and Malmendier and Ono [24]), and they emerge in recent work on the Mathieu moonshine (see for example Eguchi et al. [9]).

The interplay of holomorphic Jacobi forms and holomorphic Siegel modular forms is well understood, but the analogous situation for real-analytic forms is still mysterious and only partial progress has been made. For example, current work of Dabholkar et al. [7] on quantum black holes and mock modular forms features mock Jacobi forms (which can also be viewed as holomorphic parts of harmonic Maass–Jacobi forms [4,5]) that occur as Fourier coefficients of meromorphic Siegel modular forms. Kohnen [15,16] suggests a completely different approach to connect real-analytic Jacobi forms and Siegel modular forms. We use Kohnen’s approach to shed more light on the relation of Jacobi forms and Siegel modular forms in the real-analytic world.

Let $F$ be a real-analytic Siegel modular form of degree 2 with Fourier–Jacobi expansion

$$F(Z) = \sum_{m \in \mathbb{Z}} \phi_m(\tau, z, y') e^{2\pi i m x'},$$

where throughout the paper, $Z = \left( \frac{\tau}{z} \right) \in \mathbb{H}_2$ (the Siegel upper half space of degree 2) with $\tau = x + iy, z = u + iv,$ and $\tau' = x' + iy'$. In general, $\phi_m$ is not a Jacobi form due to the dependence on $y'$. However, in the special case that $F$ in (1) is Maass’ [22] nonholomorphic Siegel–Eisenstein series of degree 2 and of type $(\frac{1}{2}, k - \frac{1}{2})$, Kohnen [15,16] employs the limit

$$\mathcal{L}(\phi_m) := \lim_{\delta \to \infty} e^{\frac{\delta}{2}} e^{2\pi m \frac{z^2}{\delta}} \phi_m \left( \tau, \frac{z}{\delta}, \frac{v^2}{y} \right) \quad (m > 0)$$

(2)

to produce skew-holomorphic Jacobi forms of weight $k$ and index $m$. Naturally, he asks if there is a space of real-analytic Siegel modular forms such that the limit (2) always yields skew-holomorphic Jacobi forms. Note also that if $F$ is a holomorphic Siegel modular form of weight $k$, then (2) gives precisely the $m$-th Fourier–Jacobi coefficient of $F$, i.e., a holomorphic Jacobi form of weight $k$ and index $m$.

In this paper, we consider the space $\mathbb{M}_k$ of harmonic Siegel–Maass forms of weight $k$ (see Definition 1), which are real-analytic Siegel modular forms of degree 2 and of type $(\frac{1}{2}, k - \frac{1}{2})$ that are annihilated by the matrix-valued Laplace operator $\Omega_{\frac{1}{2}, k - \frac{1}{2}}$ (defined in (4)). Recall that in the degree one case, Bruinier’s and Funke’s [6] operator $\xi_k$ maps harmonic weak Maass forms of weight $k$ to weakly-holomorphic modular forms of weight $2 - k$, and the kernel of the map $\xi_k$ consists of weakly-holomorphic modular forms of weight $k$. In (6) we define the corresponding operator $\xi_{k}^{(2)}$ for Siegel–Maass forms, which provides a duality between the weights $k$ and $3 - k$ (analogous to the situation of the Jacobi forms in Section 3 and in [5]), and forms in the kernel are analogs of “holomorphic” Siegel–Maass forms. In Section 3, we introduce the space $\mathbb{J}^{sk}_{k,m}$ of harmonic skew-Maass–Jacobi forms of weight $k$ and index $m$ (see Definition 2), which contains the space $\mathcal{J}^{sk}_{k,m}$ of skew-holomorphic Jacobi forms of weight $k$ and index $m$. We use
Kohnen’s limit process to prove the following theorem, which connects \( \widehat{J}^{sk}_{k,m} \) and \( \widehat{M}_k \), and in particular, answers Kohnen’s question. Throughout this paper we assume that \( k \) is an odd integer such that \( k \neq 1, 3 \).

**Theorem 1.** Let \( F \in \widehat{M}_k \) with Fourier–Jacobi expansion as in (1), and if \( k > 3 \) assume that \( \xi^{(2)}_{k-\frac{1}{2}}(F) = 0 \). Let \( m > 0 \). If \( k > 3 \), then \( y^{1-k/2}L(\det Y^{k-1/2} \phi_m) \in \mathcal{J}^{sk}_{k,m} \), and if \( k < 0 \), then \( y^{k-1/2}L(\det Y^{k-1/2} \phi_m) \in \widehat{J}^{sk}_{k,m} \).

The paper is organized as follows. In Section 2, we review differential operators for Siegel modular forms and we sharpen a result by Maass on the Fourier expansions of Siegel modular forms that are annihilated by \( \phi_m(\cdot) \). Throughout this paper we assume that \( \alpha \neq 0 \) and \( \beta \neq 0 \). In Section 3, we discuss harmonic skew-Maass–Jacobi forms. In Section 4, we explore Kohnen’s limit process and we prove Theorem 1.

## 2. Differential operators for Siegel modular forms

Maass [22] (see also [23]) introduces differential operators for Siegel modular forms of degree \( n \). In this paper, we focus on real-analytic Siegel modular forms of degree 2 and we only review the relevant results of Maass. Let us start with some standard notation. Let \( M_2(\mathbb{C}) \) be the set of \( 2 \times 2 \) matrices with entries in \( \mathbb{C} \) and let \( I_2 \in M_2(\mathbb{C}) \) be the identity matrix. If \( A \in M_2(\mathbb{C}) \), then \( \text{tr}(A) \) denotes the trace of \( A \). Moreover, let \( Sp_2(\mathbb{R}) \) be the symplectic group of degree 2 and let \( Z = \begin{pmatrix} z & \tau \\ \bar{\tau} & \bar{z} \end{pmatrix} = X + iY \in \mathbb{H}_2 \) be a typical variable. As usual, if \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp_2(\mathbb{R}) \) and \( Z \in \mathbb{H}_2 \), then we set

\[
M \circ Z := (AZ + B)(CZ + D)^{-1}.
\]

Furthermore, for functions \( G: \mathbb{H}_2 \to \mathbb{C} \) and for fixed \( \alpha, \beta \in \mathbb{C} \) such that \( \alpha - \beta \in \mathbb{Z} \), we define the slash operator

\[
\left( G \mid_{(\alpha, \beta)} M \right)(Z) := \det(CZ + D)^{-\alpha} \det(C\bar{Z} + D)^{-\beta} G(M \circ Z)
\]

for all \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in Sp_2(\mathbb{R}) \).

### 2.1. Casimir operators

It is well known that the center of the universal enveloping algebra of \( Sp_2(\mathbb{R}) \) is generated by 2 elements, the Casimir elements. Their images under the action in (3) yield a quadratic and a quartic Casimir operator, which generate the \( \mathbb{C} \)-algebra of invariant differential operators with respect to the action in (3). Maass (see Section 8 in [23]) determines this algebra and we now introduce some more notation to give the explicit formulas of these invariant differential operators in Maass [23]. Let

\[
\partial_Z := \begin{pmatrix} \frac{\partial}{\partial \tau} & \frac{1}{2} \frac{\partial}{\partial \tau} \\ \frac{1}{2} \frac{\partial}{\partial \tau} & \frac{\partial}{\partial \tau} \end{pmatrix} \quad \text{and} \quad \partial_{\overline{Z}} := \begin{pmatrix} \frac{\partial}{\partial \tau} & \frac{1}{2} \frac{\partial}{\partial \tau} \\ \frac{1}{2} \frac{\partial}{\partial \tau} & \frac{\partial}{\partial \tau} \end{pmatrix},
\]

where \( \partial_w := \frac{\partial}{\partial w} = \frac{1}{2} \left( \frac{\partial}{\partial a} - i \frac{\partial}{\partial b} \right) \) and \( \partial_{\overline{w}} := \frac{\partial}{\partial \overline{w}} = \frac{1}{2} \left( \frac{\partial}{\partial a} + i \frac{\partial}{\partial b} \right) \) for any complex variable \( w = a + ib \). Set

\[
K_\alpha := \alpha I_2 + (Z - \overline{Z}) \partial_Z, \quad \Lambda_\beta := -\beta I_2 + (Z - \overline{Z}) \partial_{\overline{Z}},
\]
and
\[ \Omega_{\alpha,\beta} := A_{\beta} - \frac{3}{2} K_{\alpha} + \alpha \left( \beta - \frac{3}{2} \right) I_2 \]
\[ = -4 Y \partial_Y Z - 2i \beta Y \partial_Z + 2i \alpha Y \partial_Z. \tag{4} \]

Finally, if \( A^{(1)}_{\alpha,\beta} := \Omega_{\alpha,\beta} - \alpha \left( \beta - \frac{3}{2} \right) I_2 \), then
\[ H^{(\alpha,\beta)}_1 := \text{tr} \left( A^{(1)}_{\alpha,\beta} \right) \quad \text{and} \]
\[ H^{(\alpha,\beta)}_2 := \text{tr} \left( A^{(1)}_{\alpha,\beta} A^{(1)}_{\alpha,\beta} \right) - \text{tr} \left( A_{\beta} A^{(1)}_{\alpha,\beta} \right) + \frac{1}{2} \text{tr} \left( A_{\beta} \right) \text{tr} \left( A^{(1)}_{\alpha,\beta} \right) \]
are two Casimir operators that generate the \( \mathbb{C} \)-algebra of invariant differential operators with respect to the action in (3).

**Remark.** Nakajima [25] (apparently unaware of the Theorem on p. 116 of [23]) gives the two invariant differential operators with respect to the action in (3) when \( \alpha = \beta = 0 \). The quadratic operator in [25] coincides (up to a constant factor) with \( H^{(0,0)}_1 \), but unfortunately, the quartic operator in [25] is incorrect. This was verified with Singular and Plural [8,17] and the computer code is posted on the author’s homepages. Note also that the Fourier series expansions of Siegel–Maass forms in Niwa [26] rely on the differential operators of [25].

Of particular interest is the operator
\[ C^{(\alpha,\beta)} := N_{\beta-1} M_{\alpha}, \tag{5} \]
where \( M_{\alpha} \) and \( N_{\beta} \) are the raising and lowering operators, respectively, of Maass [22]. Recall that
\[ M_{\alpha} := \alpha \left( \alpha - \frac{1}{2} \right) + \left( \alpha - \frac{1}{2} \right) \left( (\tau - \overline{\tau}) \partial_{\tau} + (z - \overline{z}) \partial_{z} + (\tau' - \overline{\tau'}) \partial_{\tau'} \right) \]
\[ + \det(Z - \overline{Z}) \left( \partial_{\tau} \partial_{\tau'} - \frac{1}{4} \partial_{z}^2 \right) \]
and \( N_{\beta} := i M_{\beta} \) with \( i(G)(Z) := G(-\overline{Z}) \) for any \( G : \mathbb{H}_2 \rightarrow \mathbb{C} \). A direct computation shows that
\[ C^{(\alpha,\beta)} = H^{(\alpha,\beta)}_2 + \left( H^{(\alpha,\beta)}_1 \right)^2 + \frac{1}{2} (1 + \alpha - \beta) H^{(\alpha,\beta)}_1. \]

**Theorem 1** connects skew-holomorphic Jacobi forms and more generally, harmonic skew-Maass–Jacobi forms (see Section 3) with real-analytic Siegel modular forms of type \( \left( \frac{1}{2}, k \right) \). Therefore, we focus on the case \( \alpha = \frac{1}{2} \) and in this case we write \( H_1 := H^{(\frac{1}{2}, k - \frac{1}{2})}_1 \), \( H_2 := H^{(\frac{1}{2}, k - \frac{1}{2})}_2 \), and \( C := C^{(\frac{1}{2}, k - \frac{1}{2})} \). Note that \( C = \xi_{3-k,0}^{(2)} \xi_{\frac{1}{2}, k - \frac{1}{2}}^{(2)} \), where
\[ \xi_{k,0}^{(2)} := \det(Y)^{k - \frac{3}{2}} N_0 \quad \text{and} \quad \xi_{\frac{1}{2}, k - \frac{1}{2}}^{(2)} := \det(Y)^{k - \frac{3}{2}} M_{\frac{1}{2}}^2 \tag{6} \]
are higher dimensional generalizations of Bruinier’s and Funke’s [6] operator \( \xi_k \).

In the spirit of Borel [3], it is natural to consider real-analytic Siegel modular forms that are eigenfunctions of the two Casimir operators \( H_1 \) and \( H_2 \). Without further restrictions it seems quite hopeless to explicitly describe the Fourier expansions of such forms. Nevertheless, we can
use the Laplace operator $\Omega_{\frac{1}{2},k-\frac{1}{2}}$ in (4) to define a subspace of such real-analytic Siegel modular forms, which allows us to explicitly determine their Fourier coefficients.

2.2. Siegel–Maass forms

Imamoğlu and the third author [14] consider Siegel–Maass forms of degree $n$ that are annihilated by the Maass operator $M_{\frac{n-1}{2}}$. If $n = 2$, then such forms are in the kernel of $\xi^{(2)}_{\frac{1}{2},k-\frac{1}{2}}$ in (6) and hence (in light of the degree 1 case in [6]), they are analogs of “holomorphic” Siegel–Maass forms. However, there are also Siegel–Maass forms that play a key role in the proof of Theorem 1 (see Theorem 4), and which are not in the kernel of $\xi^{(2)}_{\frac{1}{2},k-\frac{1}{2}}$ (see Proposition 2).

Our following definition includes such examples of Siegel–Maass forms.

**Definition 1.** A harmonic Siegel–Maass form of weight $k$ on $\Gamma := Sp_2(\mathbb{Z})$ is a real-analytic $F: \mathbb{H}_2 \to \mathbb{C}$ satisfying the following conditions:

1. For all $M \in \Gamma$, $F |_{\frac{1}{2},k-\frac{1}{2}} M = F$.
2. We have that $\Omega_{\frac{1}{2},k-\frac{1}{2}}(F) = 0$.
3. We have that $|F(Z)| \leq C \text{tr}(Y)^N$ for some $C > 0$ and $N \in \mathbb{N}$.

Let $\mathfrak{M}_k$ denote the space of such harmonic Siegel–Maass forms of weight $k$.

**Remarks.**

1. Maass [22] essentially shows that if $G: \mathbb{H}_2 \to \mathbb{C}$ satisfies $\Omega_{\alpha,\beta}(G) = 0$, then $G$ is annihilated by all invariant differential operators with no constant term for the slash action $|_{(\alpha,\beta)}$ (for a representation theoretic proof of this fact see [28]). Hence $\mathfrak{M}_k$ is a subspace of the space of real-analytic Siegel modular forms that are eigenfunctions of both Casimir operators $H_1$ and $H_2$.

2. One cannot use the Koecher principle to remove condition (3), since there are harmonic Siegel–Maass forms that have singularities at the Satake boundary of the Siegel upper half space (see Proposition 1 in the case that $k < 0$).

3. Note that holomorphic Siegel modular forms of weight $k$ are annihilated by the matrix-valued Laplace operator $\Omega_{k,0}$.

4. The space $\mathfrak{M}_k$ is invariant under the action of the Hecke operators (for details on Hecke operators, see Chapter IV of [11]): If $F \in \mathfrak{M}_k$ and $T$ is a Hecke operator, then the definition of the Hecke operator implies that $F | T$ satisfies (1) and (3) of Definition 1. The covariance property of $\Omega_{\frac{1}{2},k-\frac{1}{2}}$ (see Section 8 of [23]) shows that $F | T$ satisfies (2) of Definition 1.

Examples of harmonic Siegel–Maass forms can be constructed via the Poincaré–Eisenstein series

$$P_{k,s}(Z) := \sum_{M \in \Gamma_{\infty} \setminus \Gamma} \left( \det(Y)^s |_{\frac{1}{2},k-\frac{1}{2}} M \right)(Z),$$

where $\Gamma_{\infty} := \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma \mid C = 0 \right\}$.

**Remark.** Note that $P_{k,s} = \det(Y)^s E_{s+\frac{1}{2},s+k-\frac{1}{2}}$, where $E_{\alpha,\beta}$ is Maass’ [22,23] nonholomorphic Eisenstein series. We find that $P_{k,s}$ converges absolutely if $2\text{Re}(s) + k > 3$, Maass [22] also showed that $E_{\alpha,\beta}$ is in the kernel of $\Omega_{\alpha,\beta}$ (provided that $\alpha - \beta \in 2\mathbb{Z}$ and $\text{Re}(\alpha + \beta) > 3$).

**Proposition 1.** If $s = 0$ ($k > 3$) or $s = \frac{3}{2} - k$ ($k < 0$), then $P_{k,s} \in \mathfrak{M}_k$. 
Proof. A direct computation shows that
\[
\Omega_{\frac{1}{2}, k-\frac{1}{2}} \left( \left( \det Y \right)^s \right) = -s \left( s - \left( \frac{3}{2} - k \right) \right) \left( \det Y \right)^s I_2
\]
and the covariance of \( \Omega_{\frac{1}{2}, k-\frac{1}{2}} \) proves that \( \Omega_{\frac{1}{2}, k-\frac{1}{2}}(P_{k,s}) = 0 \) for \( s = 0 \) and \( s = \frac{3}{2} - k \). Finally, (3) of Definition 1 is satisfied for \( E_{s+\frac{1}{2}, s+k-\frac{1}{2}} \) and hence also for \( P_{k,s} \).

Remark. Proposition 1 in combination with Remarks (1) after Definition 1 implies that \( C(P_{k,s}) = 0 \) for \( s = 0 \) and \( s = \frac{3}{2} - k \). It is easy to verify that \( C(P_{k,s}) = 0 \) also for \( s = -\frac{1}{2} \) \((k > 4)\) and \( s = 2 - k \) \((k < 1)\).

Our final result in this subsection gives the image of \( P_{k,s} \) under \( \xi_{\frac{1}{2}, k-\frac{1}{2}} \) if \( s = 0 \) and \( s = \frac{3}{2} - k \). In particular, if \( s = \frac{3}{2} - k \), then \( P_{k,s} \) is not a Siegel–Maass form as in [14].

Proposition 2. If \( s = 0 \), then \( P_{k,s} \) is already annihilated by \( \xi_{\frac{1}{2}, k-\frac{1}{2}} \). If \( s = \frac{3}{2} - k \), then
\[
\xi_{\frac{1}{2}, k-\frac{1}{2}}(P_{k,s}) = \left( k - \frac{3}{2} \right) \left( k - 2 \right) E_{3-k},
\]
where \( E_{3-k} \) is the usual holomorphic Siegel–Eisenstein series of weight \( 3 - k \).

Proof. A direct computation shows that
\[
M_{\frac{1}{2}} \left( \left( \det Y \right)^s \right) = s \left( s + \frac{1}{2} \right) \left( \det Y \right)^s
\]
which proves the claim.

2.3. Fourier series expansions

Maass [22] determines the Fourier series expansions of functions that are in the kernel of \( \Omega_{\alpha, \beta} \). We will first recall Maass’ result (where we have slightly changed the notation of some variables to avoid confusion with our earlier notation), and then we will improve it in the case of harmonic Siegel–Maass forms.

Theorem 2 ([22]). Let \( G(Z) = a(Y, T) e^{i \text{tr}(TX)} \), where \( T \) is a real symmetric \( 2 \times 2 \)-matrix, and suppose \( \Omega_{\alpha, \beta}(G) = 0 \) where \( \alpha + \beta \neq 1, \frac{3}{2}, 2 \). Write
\[
Y = \sqrt{\det Y} \begin{pmatrix} (x^2 + y^2)y^{-1} & xy^{-1} \\ xy^{-1} & y^{-1} \end{pmatrix}
\]
and
\[
u := \text{tr}(YT), \quad v := (\text{tr}(YT))^2 - 4 \det(YT).
\]

Then \( a(Y, T) \) is given as follows:

(a) If \( T = 0 \), then
\[
a(Y, 0) = \phi(x, y) \det Y^{\frac{1}{2}(1-\alpha-\beta)} + c_1 \det Y^{\frac{1}{2} - \alpha - \beta} + c_2,
\]
where $c_1, c_2 \in \mathbb{C}$ and $\phi(x, y)$ is an arbitrary solution (analytic for $y > 0$) of the wave equation
$$y^2(\phi_{xx} + \phi_{yy}) - (\alpha + \beta - 1)(\alpha + \beta - 2)\phi = 0.$$ (b) If rank $(T) = 1$, $T \geq 0$, then
$$a(Y, T) = \phi(u) \det Y^{2-\alpha-\beta} + \psi(u),$$
where $\phi$ and $\psi$ are confluent hypergeometric functions that satisfy the following differential equations
$$u\phi'' + (3 - \alpha - \beta)\phi' + (\alpha - \beta - u)\phi = 0$$
$$u\psi'' + (\alpha + \beta)\psi' + (\alpha - \beta - u)\psi = 0.$$ In particular, there are four linear independent solutions $a(Y, T)$ in this case.
(c) If rank $(T) = 2$, $T > 0$, then
$$a(Y, T) = \sum_{n=0}^{\infty} g_n(u)v^n \quad (|v| < u^2),$$
where the functions $g_n(u)$ are recursively defined by
$$4(n + 1)^2 u g_{n+1} + u g_n'' + 2(2n + \alpha + \beta) g_n' + (2(\alpha - \beta) - u) g_n = 0$$
and
$$g_0(u) = u^{1-\alpha-\beta} \psi(u), \quad \text{with } \psi'(u) = \frac{1}{u} \phi(u), \quad \text{and}$$
$$\phi'' = \left(1 + \frac{2(\beta - \alpha)}{u} + \frac{(\alpha + \beta - 1)(\alpha + \beta - 2)}{u^2}\right) \phi.$$ In particular, there are three linear independent solutions $a(Y, T)$ in this case.
(d) If rank $(T) = 2$, $T$ indefinite, then
$$a(Y, T) = \sum_{n=0}^{\infty} h_n(v)u^n \quad (u^2 < v),$$
where the functions $h_n(v)$ are recursively defined by
$$(n + 2)(n + 1)h_{n+2} + 4vh_n'' + 4(\alpha + \beta + n)h_n' - h_n = 0$$
and
$$(\alpha - \beta)h_1 = 8v^2 h_0'' + 4(2 + 3\alpha + 3\beta)vh_0''$$
$$+ (4(\alpha + \beta)^2 + 2(\alpha + \beta - 1) - 2v)h_0' - (\alpha + \beta)h_0,$$
$$(\beta - \alpha)h_0 = 2vh_1' + (\alpha + \beta)h_1.$$ In particular, there are four linear independent solutions $a(Y, T)$ in this case.

Finally, any solution for the data $\{\alpha, \beta, T\}$ is also a solution for the data $\{\beta, \alpha, -T\}$.

We now recall some standard special functions, which are needed to state our results in the next theorem and remarks. Let $M_{\nu, \mu}$ and $W_{\nu, \mu}$ be the usual $M$-Whittaker function and $W$-Whittaker function, respectively, which are solutions to the differential equation
$$\frac{\partial^2}{\partial w^2} f(w) + \left(-\frac{1}{4} + \frac{\nu}{w} + \frac{1}{4} - \frac{\mu^2}{w^2}\right) f(w) = 0.$$
For fixed $\nu$ and $\mu$ we have the following asymptotic behavior as $y \to \infty$

$$M_{\nu,\mu}(y) \sim \frac{\Gamma(1 + 2\mu)}{\Gamma(\mu - \nu + \frac{1}{2})} y^{-\nu} e^\frac{y}{2} \quad \text{and} \quad W_{\nu,\mu}(y) \sim y^\nu e^{-\frac{y}{2}},$$

where $\Gamma(\cdot)$ is the Gamma-function. As usual, let $\Gamma(a, y) := \int_y^\infty e^{-w} w^{a-1} \, dw$ denote the incomplete Gamma-function. If $y \to \infty$, then

$$\Gamma(a, y) \sim y^{a-1} e^{-y}.$$  (12)

Let $p F_q$ be the generalized hypergeometric series

$$p F_q(a_1, \ldots, a_p; b_1, \ldots, b_q; z) := \sum_n \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!},$$

where $(a)_n := (a+1)(a+2) \cdots (a+n-1)$ is the Pochhammer symbol. The asymptotic behavior of the generalized hypergeometric function is quite complicated (see for example Section 5.11 of [18]), and we only remark here that the generalized hypergeometric function grows rapidly for generic parameters.

Our next theorem sharpens Theorem 2 in the case of harmonic Siegel–Maass forms. Note that the exponentials of the Fourier series expansions in Theorems 2 and 3 differ by 2\pi.

**Theorem 3.** Let $F(Z) = \sum_T a(Y, T)e^{2\pi i \text{tr}(TX)} \in \hat{M}_k$. As in Theorem 2 we write

$$u := \text{tr}(YT) \quad \text{and} \quad v := (\text{tr}(YT))^2 - 4 \det(YT),$$

and $c_1, c_2 \in \mathbb{C}$ are always constants. Then $a(Y, T)$ is given as follows:

(a) If $T = 0$, then

$$a(Y, 0) = c_1 \det Y^{\frac{1}{2} - k} + c_2,$$

which is in the kernel of $\xi_{\frac{1}{2}, k-\frac{1}{2}}^{(2)}$ if and only if $c_1 = 0$.

(b) If $\text{rank}(T) = 1$, $T \geq 0$, then two of the four fundamental solutions of (b) in Theorem 2 do not occur. Any Fourier coefficient that occurs is of the form

$$c_1 u^{k-2} \det Y^{\frac{1}{2} - k} e^{2\pi u} \Gamma(2 - k, 4\pi u) + c_2 u^{-\frac{k}{2}} W_{\frac{1}{2}, k-\frac{1}{2}}(4\pi u),$$

and $\xi_{\frac{1}{2}, k-\frac{1}{2}}^{(2)}(a(Y, T)e^{2\pi i \text{tr}(TX)}) = 0$ if and only if $c_1 = 0$.

(c) If $\text{rank}(T) = 2$, $T > 0$, then two of the three fundamental solutions of (c) in Theorem 2 do not occur. Any Fourier coefficient that occurs is of the form

$$c_1 \sum_{n=0}^\infty g_n(2\pi u)(4\pi^2 v)^n$$

with $g_n$ as in (c) of Theorem 2 and

$$g_0(u) = u^{1-k} \int_u^\infty \tilde{u}^{-1} W_{1-k, (\text{sgn} k)(k-\frac{1}{2})}(2\tilde{u}) \, d\tilde{u},$$

and $\xi_{\frac{1}{2}, k-\frac{1}{2}}^{(2)}(a(Y, T)e^{2\pi i \text{tr}(TX)}) = 0$ if and only if $c_1 = 0$. 


(d) If \( \text{rank}(T) = 2 \), \( T \) indefinite, then three of the four fundamental solutions of (d) in Theorem 2 do not occur.

Before we prove Theorem 3 we give the additional solutions (computed with Mathematica) of Theorem 2 that do not occur in Theorem 3.

**Remarks.**

(b) If \( \text{rank}(T) = 1 \), \( T \geq 0 \), then the two additional fundamental solutions are

\[
u^k e^{2\pi u} \quad \text{and} \quad \begin{cases} e^{-2\pi u} {}_1 F_1 \left( -\frac{1}{2} + k; \frac{1}{2}; 4\pi u \right) & \text{if } k > 3, \\ u^{1-k} e^{-2\pi u} {}_1 F_1 \left( \frac{1}{2}; 2 - k; 4\pi u \right) & \text{if } k < 0. \end{cases}
\]

(c) If \( T > 0 \), then the two additional solutions arise via

\[g_0(u) = u^{1-k}\]

and

\[g_0(u) = u^{1-k} \int_u^\infty \check{u}^{-1} M_{1-k,(\text{sgn}k)(k-\frac{3}{2})}(2\check{u}) \, d\check{u}.
\]

(d) If \( \text{rank}(T) = 2 \), \( T \) indefinite, then the three additional fundamental solutions for \( h_1 \) are different when \( k > 3 \) and \( k < 0 \). If \( k > 3 \) they are

\[ {}_2 F_1 \left( \frac{1}{2}; \frac{1+k}{2}, 1 + \frac{k}{2}; \pi^2 v \right), \quad v^{-\frac{k}{2}} {}_1 F_2 \left( \frac{1-k}{2}; \frac{1}{2}, 1 - \frac{k}{2}; \pi^2 v \right) \]

and

\[ (\pi^2 v)^{\frac{1-k}{2}} {}_2 F_1 \left( 1 - \frac{k}{2}; \frac{3-k}{2}, \frac{3-k}{2}; \pi^2 v \right) - \frac{(1-k)^{\frac{k-1}{2}} \Gamma\left( \frac{3-k}{2} \right)}{\left( \frac{3}{2} \right)^{\frac{k-1}{2}} (k-1)!} {}_1 F_2 \left( \frac{1}{2}; \frac{1+k}{2}, 1 + \frac{k}{2}; \pi^2 v \right). \]

Note that the second solution above is a Laurent polynomial in \( v^{-\frac{1}{2}} \).

If \( k < 0 \), then the three additional fundamental solutions for \( h_1 \) are given by

\[ v^{\frac{1-k}{2}} {}_2 F_1 \left( 1 - \frac{k}{2}; \frac{3-k}{2}, \frac{3-k}{2}; \pi^2 v \right), \]

\[ v^{\frac{3-k}{2}} {}_2 F_3 \left( 1, 2 - k; \frac{5}{2} - k, 2 - \frac{k}{2}, 5 - \frac{k}{2}; \pi^2 v \right) \quad \text{and} \]

\[ {}_2 F_1 \left( \frac{1}{2}; \frac{1+k}{2}, 1 + \frac{k}{2}; \pi^2 v \right) - \frac{\left( \frac{1}{2} \right)^{\frac{1-k}{2}} \Gamma\left( \frac{k+1}{2} \right)}{\left( 1 + \frac{k}{2} \right)^{\frac{1-k}{2}} (\frac{1-k}{2})!} (\pi^2 v)^{\frac{1-k}{2}} {}_1 F_2 \left( 1 - \frac{k}{2}; \frac{3}{2}, \frac{3-k}{2}; \pi^2 v \right). \]

Individual generalized hypergeometric series may not be defined for some \( k \), but linear combinations of generalized hypergeometric series can be analytically continued for such \( k \), and we always refer to their analytic continuations.
Proof of Theorem 3. We used Mathematica to find the explicit solutions for $a(Y, T)$ in Theorem 2. It is easy to see that the functions in (a)–(c) of Theorem 3 and the functions in (b) and (c) of the remarks to Theorem 3 are indeed solutions, and also that the functions in (a)–(c) of Theorem 3 yield solutions that satisfy the growth condition (3) of Definition 1. The case where $T$ is indefinite is more complicated. We will first verify directly that the functions in (d) of the remarks to Theorem 3 are solutions. Then we will show that no linear combination of the solutions given in the remarks to Theorem 3 satisfies the growth condition (3) of Definition 1. Finally, we will show that for $T > 0$ and $k > 3$ any possible nontrivial solution is not in the kernel of $\tilde{s}_{\frac{1}{2}, k - \frac{1}{2}}$.

The computations are quite involved and where partially performed with the help of Sage [31] and Singular [8]. The computer code is posted on the author’s homepages.

Let $T$ be indefinite. We confirm that the functions in (d) of the remarks to Theorem 3 are solutions for $a(Y, T)$ in Theorem 2 by showing that for generic $k$ the following generalized hypergeometric series are the solutions for $h_1(\nu)$ in (d) of Theorem 2:

$$
\begin{align*}
&\binom{1}{2} F_2 \left( \frac{1}{2}; \frac{1 + k}{2}, 1 + \frac{k}{2}; \frac{\nu}{4} \right), \\
&\nu^{\frac{1}{2} - k} \binom{1}{2} F_2 \left( \frac{1}{2} - k; \frac{3}{2}, \frac{3 - k}{2}; \frac{\nu}{4} \right), \\
&\nu^{\frac{1}{2} - k} \binom{1}{2} F_3 \left( 1, 2 - k; \frac{5}{2} - k, 2 - \frac{k}{2}; \frac{5 - k}{2}; \frac{\nu}{4} \right).
\end{align*}
$$

(14)

We will need the following lemma on generalized hypergeometric series with parameters $a = a_1, \ldots, a_p$ and $b = b_1, \ldots, b_q$, where $a_i, b_j \in \mathbb{C}[k]$.

Lemma 1. Suppose $D$ is an order $D$ linear differential operator on smooth functions of $\nu$. Assume that $D$ has coefficients in $\mathbb{C}[v, k]$, and that these coefficients have maximal degree $m_\nu$ in $v$. If $l \in \mathbb{Z}$ and all $b_j$’s are either positive or nonintegral, then

$$
D v^l p F_q(a; b; v) = 0
$$

if and only if the $t$-th coefficients ($l - D \leq t \leq l + D + m_\nu$) of $D v^l p F_q(a; b; v)$ vanish as functions of $k$.

Proof. It suffices to prove that

$$
D v^l p F_q(a; b; v) = v^{l - D} \left( p F_q(a + D; b + D; v) p_1 + p_2 \right)
$$

for some $p_1, p_2 \in \mathbb{C}[k][v]$ of degree at most $2D + m_\nu$. Without loss of generality let $D = \partial_\nu^i$ with $i \in \{0, \ldots, D\}$ and, in particular, $m_\nu = 0$.

We proceed by mathematical induction on $D$. The case $D = 0$ is clear. Suppose $D = c_1 \partial_\nu \tilde{D} + c_2$ for some constants $c_1, c_2$ and an order $D - 1$ operator $\tilde{D}$. By induction hypothesis we have

$$
\tilde{D} v^l p F_q(a; b; v) = v^{l - D + 1} \left( p F_q(a + D - 1; b + D - 1; v) \tilde{p}_1 + \tilde{p}_2 \right),
$$

where $\tilde{p}_1, \tilde{p}_2$ have maximal degree $2D - 2$. The definition of the generalized hypergeometric functions implies the relations

$$
v^l p F_q(a; b; v) = v^{l - 1} \left( \prod_i a_i \prod_j b_j^{-1} \right) \left( v + v^2 p F_q(a + 1; b + 1; v) \right)
$$
and
\[
\partial_v v^j p F_q(a; b; v) = v^{j-1} \left( \prod_i a_i \prod_j b_j^{-1} \right) v p F_q(a + 1; b + 1; v) + l p F_q(a; b; v),
\]
which yield the claim. □

Lemma 1 allows us to reduce the proof to a computation of finitely many coefficients in a series expansion with respect to \(v\). Note that the defining differential equations for \(h_0\) and \(h_1\) in (d) of Theorem 2 imply
\[
0 = -16v^3 \partial_v^4 h_1 - 32(k + 2)v^2 \partial_v^3 h_1 - 4(5k^2 + 15k + 7 - v) \partial_v^2 h_1 \\
- 2(2k^3 + 5k^2 + k - 2 - 2k v - 2v) \partial_v h_1 + (2k - 1) h_1.
\]
By Lemma 1, we only need to verify that 11 \((D = 4, m_v = 3)\) coefficients of the left hand side of (15) vanish if \(h_1\) is any of the generalized hypergeometric functions in (14). With the help of Sage [31] we found that these coefficients vanish indeed, which proves that the functions in (14) are solutions for \(h_1(v)\) in (d) of Theorem 2.

Now we show that no linear combination of the functions in (b)–(d) of the remarks to Theorem 3 occurs as a solution for \(a(Y, T)\). First, we also have to exclude the solution to the wave equation in (8).

Consider \(T = 0\). If \(U \in \text{GL}_2(\mathbb{Z})\), then \(F(\text{Tr} U Z U) = (\text{det} U)^k F(Z) = \pm F(Z)\). Hence \(a(Y, 0) = \pm a(\text{Tr} U Y U, 0)\), and we used Sage [31] and Singular [8] to show that the solution in (8) reduces to (13).

For the remaining cases we will analyze the growth of Fourier coefficients. Note that if \(F(Z) = \sum_T a(Y, T) e^{2\pi i \text{Tr} X} \in \hat{\mathcal{M}}_k\), then
\[
a(Y, T) = \int_{\mathbb{R}^3} F(Z) e^{-2\pi i \text{Tr} X} dX,
\]
and condition (3) of Definition 1 implies that \(a(Y, T)\) does not grow rapidly.

Consider rank \((T) = 1\). The asymptotic behavior of the exponential function and generalized hypergeometric series show that no linear combination of the functions in (b) of the remarks to Theorem 3 occurs as a solution for \(a(Y, T)\).

To treat the case \(T \neq 0\) we will need the following lemma (see also [28]), which uses the valuation of a Laurent polynomial in \(u\) normalized by
\[
\text{val}_u p := \max \{ l \in \mathbb{Z}; u^{-l} p \in \mathbb{C}[u] \}.
\]

Lemma 2. Suppose that a sequence of Laurent polynomials \(l_n\) in \(u\) satisfies a recursion of the form
\[
l_{n+1} = \sum_{d=0}^D p_{n,d} l_n^{(d)},
\]
where \(D \geq 0\), \(l_n^{(d)}\) is the \(d\)-th derivative of \(l_n\), and \(p_{n,d}\) are Laurent polynomials in \(u\) with \(\deg_u p_{n,0} = 0\) and \(\deg_u p_{n,d} < d\) for \(d \neq 0\). Assume that the valuation of all \(p_{n,d}\) is uniformly bounded, and let \(V\) be a lower bound on \(\text{val}_u (p_{n,d}) - d\). Suppose that \((n|V|)^d p_{n,d}\) has uniformly bounded coefficients as \(n \to \infty\). If the leading coefficients of \(l_0\) and \(p_{n,0}\) are positive, then there
is a constant \( \kappa \) such that the series
\[
\sum_{n=0}^{\infty} l_n \cdot \left( \frac{u}{\kappa} \right)^n
\]  
(16)
is well-defined as a formal Laurent series, and such that (16) has bounded coefficients.

If, in addition,
\[
\left( n - i + \# \{(d, j): (p_{\bar{n}, d})_j \neq 0 \text{ for some } \bar{n} \} - 1 \right)
\]
\[
\cdot (|V| + |D_l| + (D_l - V_l))^{n-i} \prod_{n'=j+1}^{n+j} (p_{n', \bar{0}})_0 \left( \max_{(d, j) \neq (0, 0)} h_{d, j} \right)^{n-i}
\]
(17)
is bounded for \( n \geq 1 \), \( j \geq \deg_u l_0 \), and \( 0 < i \leq \min \{ n, \deg_u l_0 - \text{val}_u l_0 \} \), where the first factor of (17) is the usual binomial coefficient and
\[
h_{d, j} := \left( \prod_{n=0}^{n+j} \frac{(n'+1)^d |(p_{n', d})_j|}{(p_{n', \bar{0}})_0} \right)^{\frac{1}{\kappa^n}}
\]
then \( \kappa \) can be chosen such that all coefficients of \( u^j \) with \( j > \deg_u l_0 \) in (16) are positive. In particular, in this case (16) grows rapidly as \( u \to \infty \).

**Proof.** We prove the first part of Lemma 2 and for brevity we only sketch the quite technical proof of the second part (for more details see [28]).

Write \((p)_j\) for the \( j\)-th coefficient of a polynomial \( p \). Set \( D_l := \deg_u l_0 \). The assumptions imply that \( \deg_u l_n \leq D_l \) and that the leading coefficient of \( l_n \) is positive. Let \( b \geq 1 \) be a bound of \((|\text{val}_u(l_0)| + (D_l - \text{val}_u(l_0)) + (n + 1)|V|)^d \sum_{d, j} |(p_{n, d})_j| \) for all \( n \). The valuation of \( l_n \) is bounded from below by \( \text{val}_u(l_0) + nV \). Let \( B \) be a bound of the absolute values of the coefficients of \( l_0 \). Then an induction establishes that the absolute value of the coefficients of \( l_n \) is less than \( B b^n \). Choosing \( \kappa := 2b \) shows that the Laurent series (16) is well-defined. Moreover, the \( j \)-th coefficient of (16) is bounded by \( 2B \), since
\[
\left| \sum_{n=0}^{\infty} \frac{(l_n)_{j-n}}{\kappa^n} \right| \leq \sum_{n=0}^{\infty} B b^n \leq 2B.
\]

To prove the second part, we will need to determine how the coefficients of \( l_n \) (\( n > 0 \)) depend on those of \( l_0 \). We decompose \( p_{n, d} \) into monomials, and with a slight abuse of notation we write (the non-commutative product)
\[
(l_n)_j = \left( \prod_{n' < n} \sum_{d_n', j_{n'}} (p_{n', d_n'})_j_{n'} u^{j_{n'}} \partial_{u}^{d_{n'}} \sum_i (l_0)_i u^i \right)_{j_{n}}.
\]
where one first differentiates with respect to \( \partial_{u}^{d_{0}} \), then \( \partial_{u}^{d_{1}} \), etc. For each contribution, \( \sum_{n'} (d_{n'} - j_{n'}) \) is bounded by \( i - j \). If \( (p_{n', d_{n'}})_j_{n'} \neq 0 \) and \( (d_{n'}, j_{n'}) \neq (0, 0) \), then \( d_{n'} - j_{n'} > 0 \), and we find that the \( j \)-th coefficient of \( l_n \) only depends on \((l_0)_i\) by means of “products”
\[
(p_{n, d_n})_{j_n} u^{j_{n'}} \partial_{u}^{d_{n}} \cdots (p_{n', d_{n'}})_{j_{n'}} u^{j_{n'}} \partial_{u}^{d_{n'}} \cdots (p_0, d_0)_{j_0} u^{j_0} \partial_{u}^{d_0} (l_0)_i u^i,
\]
with at most \(i - j\) pairs \((d_n', j_n')\) different from \((0, 0)\). The proof proceeds by using a refined version of this idea and by giving an upper bound on the number these products.

Consider \(T > 0\). Set \(v = 0\) in \(\sum_{n=0}^{\infty} g_n(2\pi u) (4\pi^2 v)^n\) and use condition (3) of Definition 1 to see that \(g_0\) is of moderate growth. The solution \(\phi(u) = 0\) to the differential equation in (c) of Theorem 2 gives \(g_0(u) := c u^{1 - k}\) for some \(c \in \mathbb{C}\). Let \(l_0(u) := u^{1 - k}\) and \(l_n := g_n\) as in (c) of Theorem 2. We find that the hypotheses of Lemma 2 are satisfied (for details see \([28]\)).

Choose \(\kappa\) according to the second part of Lemma 2, such that \(\sum_{n=0}^{\infty} l_n(u) (\frac{v}{\kappa})^n\) is well-defined. In particular, we can choose \(\kappa\) such that \(\sum_{n=0}^{\infty} l_n(u) v^n\) grows rapidly as \(u \to \infty\), where \(v = \frac{u}{\kappa}\).

The \(M\)-Whittaker function is another solution to the differential equation in (c) of Theorem 2, and the fact that nonpolynomial generalized hypergeometric series grow rapidly towards infinity.

Lemma 3 follows, since the coefficients of said linear combinations are almost all positive or almost all negative.

Consider the case \(T\) indefinite. We will need the following lemma.

**Lemma 3.** Suppose that \(k < 0\). The ratio of the coefficient of \(v^n\) of the power series expansion

\[
\left(\frac{v}{4}\right)^{\frac{1}{2} - k} _2 F_3 \left(1, 2 - k; \frac{5}{2} - k, 2 - \frac{k}{2}, \frac{5 - k}{2}; \frac{v}{4}\right)
\]

and the coefficient of \(v^n\) of the power series expansion

\[
\left(\frac{v}{4}\right)^{-k} _2 F_2 \left(1 - k, 1 - \frac{k}{2}; 1 - \frac{k}{2}, \frac{v}{4}\right)
\]

tends to zero as \(n \to \infty\).

In particular, any linear combination of the first and the second generalized hypergeometric series in (d) of the remarks to Theorem 3 grows rapidly as \(v \to \infty\).

**Proof.** The second generalized hypergeometric function of Lemma 3 equals, up to a polynomial,

\[
\left(\frac{v}{4}\right)^{\frac{1}{2} - k} _2 F_2 \left(2 - k; 2 - \frac{k}{2}, \frac{5 - k}{2}; \frac{v}{4}\right).
\]

This allows us to compute the ratio of the coefficients of \(v^n\), which tends to zero as \(n \to \infty\).

The rapid growth of the linear combinations of the generalized hypergeometric series in Lemma 3 follows, since the coefficients of said linear combinations are almost all positive or almost all negative.

We now argue that for every \(k \in \mathbb{Z}\) the three fundamental solutions given in (d) of the remarks to Theorem 3 lead to rapidly growing Fourier coefficients \(a(Y, T)\). If the solution is a Laurent polynomial, then this follows from Lemma 2. If not, it follows by setting \(u = 0\) in (d) of Theorem 2 and the fact that nonpolynomial generalized hypergeometric series grow rapidly towards infinity.

If \(k \geq 3\), then the space of solutions for \(h_1\) in (d) of the remarks to Theorem 3 is spanned by two polynomials and a generalized hypergeometric series. In fact, the first and the third solution given in (d) of the remarks to Theorem 3 are, up to polynomials, multiples of each other. This can be seen by analyzing the Laurent series expansion of both solutions with respect to \(v\) (see \([28]\) for more details). Any solution that occurs must be a linear combination of the two polynomials only, since otherwise, \(a(Y, T)|_{u=0}\) grows rapidly. On the other hand, nonvanishing polynomial solutions lead to rapidly growing \(a(Y, T)\) by Lemma 2, as in the case of \(T > 0\). Hence neither of the three solutions can occur.
We have to use a different argument if \( k < 0 \). Lemma 3 shows that any nonzero linear combination of the second and the third solution grows rapidly. Lemma 2 allows us to exclude the first solution, which coincides, up to a polynomial, with a multiple of the third solution. This yields the claim.

Finally, if \( T > 0 \) and \( k > 3 \), then we will employ the asymptotic behavior of \( g_0 \) to show that any possible nontrivial solution for \( a(Y, T) \) is not in the kernel of \( \xi^{(2)}_{\frac{1}{2}, k - \frac{1}{2}} \). We need to consider \( \phi \) to obtain the asymptotic behavior of \( g_0 \). For generic \( k \) the solutions \( \phi \) are the two generalized hypergeometric series

\[
e^{-\bar{u}} \bar{u}^{k-1} F_1(1; 4 - 2k; \bar{u}) \quad \text{and} \quad e^{-\bar{u}} \bar{u}^{2-k} F_1(2k - 2; 2k - 2; \bar{u}).
\]

The following calculations can be performed with Sage [31]. The Laurent series expansions of the solutions to \( \phi \) around \( \bar{u} = 0 \) yield Laurent series expansions of \( \int \bar{u}^{-1} \phi(2\bar{u}) d\bar{u} \), i.e., (up to additive constants) Laurent series expansions of \( \psi \). We can consider these Laurent series expansions as asymptotic expansions for \( \psi \) as \( u \to 0^+ \). Consequently, we may multiply the resulting expansions for \( (\partial_Z a(Y, I_2) e^{2\pi i r X}) e^{-2\pi i r X} \) by \( \det Y^{k - \frac{1}{2}} \sim (\frac{u}{\bar{u}})^{2k - 1} \).

Not all generalized hypergeometric series here are defined for integral \( k \), but linear combinations admit analytic continuations (for details see [28]). One finds that a linear combination of the generalized hypergeometric series above can only be in the kernel of \( \xi^{(2)}_{\frac{1}{2}, k - \frac{1}{2}} \) if the limit of the asymptotic expansion of the linear combination of the corresponding \( g_0 \) tends to zero. An inspection of the initial exponent of this expansion shows that this is not the case. \( \square \)

3. Harmonic skew-Maass–Jacobi forms

The classical Jacobi forms in Eichler and Zagier [10] are holomorphic functions. More generally, the Maass–Jacobi forms in Berndt and Schmidt [2], Pitale [27], and in [4,5] are real-analytic functions that are eigenfunctions of differential operators invariant under the action of the extended real Jacobi group. Another important class of Jacobi forms are Skoruppa’s [29,30] skew-holomorphic Jacobi forms, which are real-analytic in \( \tau \in \mathbb{H} \), holomorphic in \( z \in \mathbb{C} \), and annihilated by the heat operator

\[
L_m := 8\pi i m \partial_\tau - \partial_{zz}.
\]

We now introduce necessary notation to define harmonic skew-Maass–Jacobi forms, which are real-analytic extensions of skew-holomorphic Jacobi forms.

Let \( \Gamma^J := SL_2(\mathbb{Z}) \ltimes \mathbb{Z}^2 \) be the Jacobi group. For fixed integers \( k \) and \( m \), define the following slash operator on functions \( \phi: \mathbb{H} \times \mathbb{C} \to \mathbb{C} \):

\[
(\phi|_{k,m}^s A)(\tau, z) := \phi \left( \frac{a\tau + b}{c\tau + d}, z + \frac{\lambda \tau + \mu}{c\tau + d} \right) (c\bar{\tau} + d)^{1-k} |c\tau + d|^{-1} \times \exp \left( \frac{2\pi i m}{c\tau + d} \right)
\]

for all \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \), \( (\lambda, \mu) \in \Gamma^J \). Note that (18) can be extended to an action \( |_{k,m}^{s, \mathbb{R}} \) of the extended real Jacobi group on \( \mathbb{C}^\infty (\mathbb{H} \times \mathbb{C}) \). The center of the universal enveloping algebra of the extended real Jacobi group is generated by a linear element and a cubic element, the Casimir element. The linear element acts by scalars under \( |_{k,m}^{s, \mathbb{R}} \) and the action of the
In particular, \( C_{k,m}^{sk} \) commutes with the action in (18), i.e., if \( A \in \mathcal{I}^J \), then
\[
\left( C_{k,m}^{sk} \phi \right) |_{k,m} A = C_{k,m}^{sk} \left( \phi |_{k,m} A \right).
\]

**Definition 2.** A real-analytic function \( \phi: \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) is a harmonic skew-Maass–Jacobi form of weight \( k \) and index \( m > 0 \) if the following conditions hold:

1. For all \( A \in \mathcal{I}^J \), \( \phi |_{k,m} A = \phi \).
2. We have that \( C_{k,m}^{sk}(\phi) = 0 \).
3. We have that \( \phi(\tau, z) = O \left( e^{ay} e^{2\pi m v^2/y} \right) \) as \( y \to \infty \) for some \( a > 0 \), and where \( y = \text{Im}(\tau) \) and \( v = \text{Im}(z) \).

We are especially interested in harmonic skew-Maass–Jacobi forms, which are holomorphic in \( z \); we denote the space of such forms by \( \mathcal{H}_{k,m}^{sk} \).

**Remarks.** (a) One finds that every \( \phi \in \mathcal{H}_{k,m}^{sk} \) has a Fourier expansion of the form
\[
\phi(\tau, z) = y^{\frac{3}{2} - k} \sum_{n \in \mathbb{Z}} c^0(n, r) q^n \zeta^r + \sum_{D \in \mathbb{Z}, D \neq 0} c^+(n, r) e^{-\frac{\pi D y}{2m}} q^n \zeta^r + \sum_{D \in \mathbb{Z}, D \neq 0} c^-(n, r) H \left( \frac{\pi D y}{2m} \right) e^{-\frac{\pi D y}{2m}} q^n \zeta^r.
\]
Here \( D := r^2 - 4mn \) and \( H(w) := e^{-w} \int_{-2w}^{\infty} e^{-t} t^{\frac{3}{2} - k} dt \) converges for \( k < \frac{3}{2} \) and has a holomorphic continuation in \( k \) if \( w \neq 0 \) and if \( w < 0 \), then \( H(w) = e^{-w} \Gamma(\frac{3}{2} - k, -2w) \) (see also page 55 of [6]).
(b) If \( c^0(n, r) = 0 \) and \( c^-(n, r) = 0 \) in (19), then \( \phi \) is a weak skew-holomorphic Jacobi form as in [5]. If, in addition, \( c^+(n, r) = 0 \) for all \( D \) (resp. \( D \leq 0 \)), then \( \phi \) is a skew-holomorphic Jacobi form (resp. skew-holomorphic cusp form) of weight \( k \) and index \( m \) as in [29, 30]. We denote the spaces of weak skew-holomorphic Jacobi forms and skew-holomorphic Jacobi forms, each of weight \( k \) and index \( m \), by \( J_{k,m}^{sk} \) and \( J_{k,m}^{sk} \), respectively.
(c) The harmonic Maass–Jacobi forms in [5] are real-analytic functions \( \phi: \mathbb{H} \times \mathbb{C} \to \mathbb{C} \) which are in the kernel of \( C_{k,m}^{sk} := \frac{1}{8\pi i m} \left( y^{\frac{1}{2} - k} C_{k,m}^{sk} y^{-\frac{1}{2}} + 2k - 1 \right) \) and invariant under the usual Jacobi slash-operator \( |_{k,m} \). Recall that \( |_{k,m} \) is as in (18), except that \( (c\tau + d)^{1-k} |_{k,m} \) in (18) is replaced by \( (c\tau + d)^{-k} \). Note also that \( C_{\frac{1}{2},m}^{sk} = \frac{1}{8\pi i m} C_{\frac{1}{2},m}^{sk} \).
(d) Bruinier and Funke’s differential operator $\xi_k$ plays an important role in the theory of harmonic weak Maass forms. The differential operator $\xi_{k,m}$ in [5] is the corresponding operator for harmonic Maass–Jacobi forms, and there is also an analogous operator $\xi_{sk,k,m}$ for harmonic skew-Maass–Jacobi forms. Specifically, note that

$$D^{sk}_- := \frac{y^2}{4\pi m} L_m$$

is a “lowering” operator, i.e., if $\phi$ is a smooth function on $\mathbb{H} \times \mathbb{C}$ and if $A \in \Gamma^J$, then

$$\left(D^{sk}_- \phi \right)_{sk, k-2, m} A = D^{sk}_- \left(\phi_{sk, k, m} A \right).$$

Set

$$\xi_{sk, k, m} := y^{k-\frac{5}{2}} D^{sk}_- = \frac{y^{k-\frac{1}{2}}}{4\pi m} L_m.$$ (20)

Then a direct computation shows that $\xi_{sk, k, m}$:

$$\xi_{sk, k, m} : J_{sk, k, m} \rightarrow J^3_{3-k, m},$$

where $J^1_{k, m}$ denotes the space of weak Jacobi forms of weight $k$ and index $m$ (see also [5]). The main results of [5] can be extended to harmonic skew-Maass–Jacobi forms. Specifically, one can define skew-Maass–Jacobi–Poincaré series, which are mapped under $\xi_{sk, k, m}$ to holomorphic Jacobi–Poincaré series and which satisfy Zagier-type dualities when $k$ is replaced by $3-k$.

4. Kohnen’s limit process

In this section, we will first employ Kohnen’s work [16] to find the limit (2) in case of the Poincaré–Eisenstein series $P_{k, s}$ in (7) for $s = 0$ and $s = \frac{3}{2} - k$. This will then allow us to perform the limit process for arbitrary $F \in \mathfrak{M}_k$ and to prove Theorem 1.

**Theorem 4.** Let $\phi_m(\tau, z, y')$ be the $m$-th Fourier–Jacobi coefficient of $P_{k, s}(Z)$ as in (1). If $m > 0$, then the limit in (2) exists for $s = 0, k > 3$ and for $s = \frac{3}{2} - k, k < 0$, and we have:

(a) If $s = 0$ and $k > 3$, then $y^{\frac{1}{2} - k} L \left(\det Y^{\frac{1}{2} - k} \phi_m \right) \in J_{sk, k, m}.$

(b) If $s = \frac{3}{2} - k$ and $k < 0$, then $y^{\frac{1}{2} - k} L \left(\det Y^{\frac{1}{2} - k} \phi_m \right) \in \mathfrak{J}_{sk, k, m}.$

Moreover, the limits in (a) and (b) are not identically zero ($k$ is odd by assumption).

**Proof.** Let $k' \in \mathbb{Z}$ and let $s' \in \mathbb{C}$ such that $\Re(s') > \frac{3-k'}{2}$. Kohnen [16] considers

$$\mathcal{E}_{k', s'}(Z) := \sum_{M \in \Gamma_\infty \setminus \Gamma} \left((\det Y)^{s'}|_{(k', 0)} M \right)(Z),$$

and he points out (see p. 85 of [16]) that applying the limit process (2) to $\mathcal{E}_{k', s'}$ yields a finite linear combination of Jacobi–Poincaré series of the form

$$P_{k', m, s'}(\tau, z) := \sum_{A \in \Gamma^J_{\infty} \setminus \Gamma^J} \left(y^{s'}|_{k', m, A}\right)(\tau, z).$$ (22)

Here $\Gamma^J_{\infty} := \left\{ \left[ \begin{array}{cc} 1 & \eta \\ 0 & 1 \end{array} \right], (0, n) \mid \eta, n \in \mathbb{Z} \right\}$ and $|_{k', m}$ is again the usual Jacobi slash-operator.
Note that if the limit $\xi$ as can be seen from their integral representations in Section 18 of [23] or from the fact that the limit process (2) gives a finite linear combination of the form

$$P_{1-k,m,k-\frac{1}{2}}(\tau, z) = y^{k-\frac{1}{2}} \sum_{A \in \Gamma_{\infty}^{\infty} \backslash \Gamma J} \left( 1 | _{k,m} A \right) (\tau, z),$$

where $\phi \in J_{k,m}^{sk}$ is the usual skew-holomorphic Jacobi–Eisenstein series, which does not vanish ($k$ is odd).

(b) If $s' = 1$ and $k' = 1 - k$ ($k < 0$), then $\xi_{1-k,k-\frac{1}{2}}(Z) = (\det Y)^{k-\frac{1}{2}} P_{k,\frac{3}{2}-k} (Z)$ and applying the limit process (2) gives a finite linear combination of the form

$$P_{1-k,m,1}(\tau, z) = y^{k-\frac{1}{2}} \sum_{A \in \Gamma_{\infty}^{\infty} \backslash \Gamma J} \left( y^{\frac{3}{2}-k} | _{k,m} A \right) (\tau, z).$$

It is easy to check that $\psi \in J_{k,m,0}^{sk}$. Finally, $\psi$ is not identically zero, since

$$\xi_{k,m}^{sk}(\psi) = \left( \frac{3}{2} - k \right) \sum_{A \in \Gamma_{\infty}^{\infty} \backslash \Gamma J} \left( 1 | _{3-k,m} A \right) (\tau, z)$$

is a nonvanishing holomorphic Jacobi form of weight $3 - k$ and index $m$. \Box

Now we give the proof of our main result.

**Proof of Theorem 1.** Let $F(Z) = \sum_{T} a(Y, T) e^{2\pi i \text{tr} (TY)} \in \widehat{M}_{k}$ with Fourier–Jacobi expansion as in (1), and suppose that $\xi_{\frac{3}{2}, k-\frac{1}{2}}^{(2)}(F) = 0$ if $k > 3$. Write $T = \left( \begin{array}{cc} n & r \\ m & \gamma \end{array} \right)$ and assume that $m > 0$.

Note that if the limit $\phi := y^{\frac{k-1}{2}} \xi_{k,m}^{sk} (\det Y^{k-\frac{1}{2}} \phi_m)$ exists, then it follows easily that $\phi$ satisfies conditions (1) and (3) of Definition 2. Moreover, if rank $(T) = 2$, then $a(Y, T)$ has only one fundamental solution by Theorem 3.

Consider the case $T > 0$. If $k < 0$, then the Fourier coefficients $a(T)$ (for $T > 0$) of the usual holomorphic Siegel–Eisenstein series of weight $3 - k$ are nonzero and Proposition 2 implies that the Fourier coefficients $b(Y, T)$ ($T > 0$) of the Poincaré–Eisenstein series $P_{k,\frac{3}{2}-k}$ are nonzero. Hence $a(Y, T) = \lambda \cdot b(Y, T)$ for some $\lambda \in \mathbb{C}$ and Theorem 4 yields the desired result. If $k > 3$, then $a(Y, T) = 0$ due to the assumption $\xi_{\frac{3}{2}, k-\frac{1}{2}}^{(2)}(F) = 0$. Note that this assumption is necessary to our argument, since the Fourier coefficients $b(Y, T)$ of $P_{k,0}$ (for $k > 3$) vanish for $T > 0$ as can be seen from their integral representations in Section 18 of [23] or from the fact that $\xi_{\frac{3}{2}, k-\frac{1}{2}}^{(2)}(P_{k,0}) = 0$ (Proposition 2).

Consider the case $T$ indefinite. Theorem 4 asserts that Kohnen’s limit process applied to $P_{k,s}$ yields a nonvanishing skew-holomorphic Jacobi form if $s = 0, k > 3$ and a nonvanishing harmonic skew-Maass–Jacobi if $s = \frac{3}{2} - k, k < 0$. Thus, there exists an indefinite $T' = \left( \begin{array}{cc} s & \gamma' \\ m' & m \end{array} \right)$ with $m' > 0$ such that the coefficient $a(Y, T')$ is a scalar multiple of a nonzero Fourier coefficient of the Poincaré–Eisenstein series $P_{k,0}$ if $k > 3$ or $P_{k,\frac{3}{2}-k}$ if $k < 0$, and Theorem 4 yields the desired result for this particular $T'$. We have to show that the limit $y' \to \infty$ of $a(Y, T) \exp(2\pi i m' \tau')$ exists for all indefinite $T$. Observe that every indefinite index $T$ with $m > 0$
can be written as $T = HT'^{t}H$ for some real, invertible, upper triangular matrix $H$. One finds that the traces and determinants of $(tYHT)T'$ and $Y(HT'^{t}H) = YT$ are equal, and Theorem 3 implies that $a(tYHT, T') = a(Y, HT'^{t}H) = a(Y, T')$. Furthermore, if $\left(\begin{smallmatrix}a & * \\ * & d\end{smallmatrix}\right)_{22} = d$, then $T_{22}'(HZH)_{22} \sim (HT'^{t}H)_{22}Z_{22} = m \tau'$ as $y' \to \infty$. Hence,

$$
\lim_{y' \to \infty} a(Y, T) \exp(2\pi im \tau') = \lim_{y' \to \infty} a(Y, HT'^{t}H) \exp(2\pi i (HT'^{t}H)_{22}Z_{22})
$$

$$
= \lim_{y' \to \infty} a(tYHT, T') \exp(2\pi i T'_{22}(HZH)_{22})
$$

exist.

It remains to consider the case with rank $(T) = 1$, $T \geq 0$. The explicit formula for $a(Y, T)$ in (b) of Theorem 3 and the asymptotic behavior of the incomplete Gamma function (12) and the W-Whittaker function (11) imply that

$$
y_{\frac{1}{2}-k} \mathcal{L} \left( \det Y_{k-\frac{1}{2}} a(Y, T) e^{2\pi i (nx + 2ru)} \right) = c_{1} \left( \frac{4\pi}{m} \right)^{1-k} y_{\frac{1}{2}-k} e^{2\pi i (n\tau + 2rz)}
$$

$$
+ c_{2} \left( \frac{4\pi}{m} \right)^{\frac{k}{2}} e^{2\pi i (n\tau + 2rz)},
$$

(23)

where $c_{1}, c_{2} \in \mathbb{C}$ are the constants in (b) of Theorem 3. Observe that the right hand side of (23) is in the kernel of $C_{k,m}$ and we conclude that

$$
y_{\frac{1}{2}-k} \mathcal{L} \left( \det Y_{k-\frac{1}{2}} \phi_{m} \right) \in J_{k,m}^{\phi}
$$

(23)

is in the kernel of the heat operator, i.e., if $k > 3$, then $y_{\frac{1}{2}-k} \mathcal{L} \left( \det Y_{k-\frac{1}{2}} \phi_{m} \right) \in J_{k,m}^{\phi}$. If, in addition, $k > 3$, then $\xi^{(2)}_{\frac{1}{2},k-\frac{1}{2}}(F) = 0$ and hence $c_{1} = 0$ by (b) of Theorem 3. Finally, the second term on the right hand side of (23) is in the kernel of the heat operator, i.e., if $k > 3$, then the right hand side of (23) is a Fourier coefficient of a skew-holomorphic Jacobi form. We conclude that if $k > 3$, then

$$
y_{\frac{1}{2}-k} \mathcal{L} \left( \det Y_{k-\frac{1}{2}} \phi_{m} \right) \in J_{k,m}^{\phi}.
$$
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